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Abstract

We study a one-shot public good game in rural India between farmers connected
by a star network. Contributions by the centre of the star have a larger impact on
aggregate payoffs than contributions by the spoke players. Higher contributions by
the centre are also required for payoff equality. We use of the strategy method to
study whether the centre of the star contributes more than the average of the spokes.
In selected sessions, we disclose participants’ expectations about the choices of the
centre of star. We have three main findings. First, the centre player contributes
just as much as the average of the spokes. Second, the centre player responds to
the expectations that other players hold about his decisions. However, players do
not expect the centre player to contribute more than the spokes. These results help
to explain why motivating individuals with high influence in networks and groups

is often challenging.



1 Introduction

Well-connected individuals play an important role in social networks. They can
effectively diffuse information, influence opinions, and arbiter transactions that re-
quire trust [DeMarzo et al., 2003, Golub and Jackson, 2010, Breza et al., 2014].
When information is the product of costly experiments and its quality deteriorates
with each relay in the network, socially central innovators have a large influence on
group welfare [Bramoullé and Kranton, 2007|. Leaders, who can motivate groups to
increase public goods provision, are often highly connected [Bonacich, 1987, Gross-
man and Baldassarri, 2012, Jack and Recalde, 2013|. Policy makers that want to
promote human cooperation should pay attention to the behaviour of central indi-

viduals in networks.

Do well-connected individuals supply the public goods they are well-placed to
generate? Consider a game where a star network determines who can benefit from
the public good contributions of a particular individual [Bramoullé and Kranton,
2007]. A large literature in experimental economics suggests that players are often
prepared to contribute just as much as the other players contribute [Gaechter, 2006,
Chaudhuri, 2011|. In this game, however, consideration of both relative efficiency
and equality would motivate the player at the centre of the star to invest more than
the average of the other players. This is because his contributions are most effec-
tive at increasing overall welfare, and because, as we explain later, payoft equality
requires higher contributions from the centre player. Further, players may ‘expect’
the centre of the star to supply more than the rest. A recent literature hypothesises
that individuals experience guilt when they determine a payoff for other players
that is lower than what these players expect |Battigalli and Dufwenberg, 2007].
Sufficiently guilt-averse players contribute to the public good as much as the other

players expect them to contribute.

In this chapter we use an experiment with farmers in rural India to study the
public good contributions of the central player in a star network. We answer three
related questions. First, does the player at the centre of the star contribute more
than the average of the other players? Second, is he influenced by the expectations
that the other players hold about his decisions? Third, do players expect the centre

of the star to contribute more than the rest?

In our experiment, as in standard public good games, individuals are given an

initial endowment that must be divided between a private account and investment



in a public good. The game is one-shot. Contributions to the public good increase
aggregate payoff, while decreasing the payoff of the contributor. Following the model
of Bramoullé and Kranton [2007], the star network determines who can benefit from
the public good contributions of a particular player. The contributions of the centre
of the star thus reach more individuals and have a larger impact on the total welfare
of the group than the contributions of the spoke players. Furthermore, the centre of
the star benefits from the contributions of all the spokes, while each spoke is only
affected by the contribution of the centre. When every player contributes the same
positive amount, the centre player earns a higher payoff than the spokes. Higher

contributions from the centre are required to equalise payoffs.!

Positions in the network are randomly assigned. This allows us to use the strat-
egy method in two ways. First, to elicit contribution decisions for both the case
where the player is assigned to the centre position and the case where the player is
assigned to the spoke position. Second, to allow the centre of the star to contribute
different amounts depending on the average contribution of the spokes. We also
collect players’ expectations about how much other players will contribute when

they are deciding as centre of the star.?

We analyse the decisions that players would like to take when placed at the centre
of the star in the experiment, regardless of their position in real networks. This
could affect the external validity our results if individuals who are well-connected
in real networks have other-regarding preferences that are systematically different

from those of other individuals.> Reassuringly, using data on the real connections

IThis type of heterogeneity has some similarities with heterogeneity in the rate of return to contribu-
tions, which is explored, for example, in the experiments of Reuben and Riedl [2009] and Nikiforakis et al.
[2012]. In particular, both the centre of the star and a player with a high rate of return benefit more than
others when everybody is contributing the same positive amount. Further, both types of players find
increasing aggregate payoff less costly than the other players in their sessions. The crucial difference is
that in our design these effects are obtained by changing the number of players with which an individual
interacts, while in the design of Reuben and Riedl [2009] each player interacts with everybody else, but
the benefits and costs of this interaction vary. For example, in our set-up the centre of the star is more
efficient than the spokes at increasing aggregate welfare because a higher number of players benefit from
his contributions. Players with a higher rate of return in Reuben and Riedl [2009], on the other hand,
are more efficient at increasing aggregate welfare because their sacrifice of personal payoff has a greater

effect on each of the other players.
2The centre of the star has to specify a contribution level for each of four possible (rounded) average

contribution levels of the spokes. We thus elicit expectations about the average contribution in each of

the four decisions.
SBurt et al. [1998], for example, document a correlation between personality traits and network



between participants, we do not find evidence suggesting that individuals who are

more central in real networks behave differently in the experiment.

In selected sessions we disclose the average value of the expectations of the
players in the network.* This captures what farmers in the experimental session,
on average, expect the centre of the star to contribute. Sufficiently guilt-averse
individuals will contribute as much as the group expects them to contribute. They
will do so more frequently as the monetary cost of contribution is decreased. We

thus randomly vary the monetary cost of contribution across sessions.

We play the experiment with adult male farmers, randomly selected from vil-
lages in the Indian state of Maharashtra. Information and innovation networks are
salient for farmers, making this an interesting population for our research question.
Further, the policy implications of our findings are particularly relevant in this con-
text: agricultural interventions, for example extension services, often try to mobilise

central farmers in networks [Kondylis et al., 2014].

Our first finding is that, despite the efficiency and equality considerations pre-
sented above, the centre of the star contributes an amount that approximates the
average contribution of the spokes. This is what the literature calls ‘conditional
cooperation’, a strategy that is often observed in public good games played by ho-
mogeneous groups [Fischbacher et al., 2001]. Our adaptation of the strategy method
to a network setting enables us to observe this pattern. Both regression analysis and
the relative frequency of the strategies chosen by players support the finding. Condi-
tional cooperation has implications for efficiency: farmers in the baseline treatment
are able to capture only about 50 percent of the potential gains from cooperation.
If the centre of the star contributed the full amount regardless of the average of the

spokes, they would capture 82 percent of the available gains.

Second, we disclose the average expectations of the players in the network and
find a match between contributions and disclosed values in 42 percent of decisions.
Matches become more likely when we lower the monetary cost of contributions.
For high-understanding players,® the frequency of matches between contributions

and group expectations increases significantly to 53 percent. This confirms the

position.

4Throughout the chapter, we will refer to these as ‘group expectations’. We disclose the average value
of each of the four forecasts that players make. See footnote 2.

5These are players who make at most 2 mistakes in the initial understanding questions.



prediction of the model of guilt aversion and suggests that individuals are influenced

by the expectations of the other players.

In addition, the effect is moderated by the average degree in the real-life network
that connects individuals in a session. Farmers in sessions characterised by more
connected real-life networks match their contributions to the expectations of the

group more frequently.

Third, farmers on average expect the centre of the star to be a conditional
cooperator. In sessions where we do not disclose expectations, matches between
contributions and group expectations are 9 percentage points less likely. The level

of contributions, however, is not affected by disclosure of group expectations.

The results hold two main implications for policy. Interventions that require
central individuals to take costly actions for the benefits of others, for example
‘model farmer’ extension programmes [Ben Yishay and Mobarak, 2012, Kondylis
et al., 2014], should not rely on the intrinsic motivation of central actors alone.
Moreover, players in central positions care about the expectations of others, but
expectations reflect current levels of pro-sociality. Institutions that enable the dis-
closure of expectations, such as village or cooperative meetings, will not be effective

unless expectations are independently manipulated.

Our study contributes to several strands of the literature. First, the experi-
mental and theoretical literature on public good games played over networks. The
games that have been proposed differ on at least three dimensions: whether the
network determines the reach of contributions or the observability of players’ ac-
tions; whether the payoff function implies an interior optimum or a corner solution;
whether play is one-shot or repeated. Bramoullé and Kranton [2007] study equilib-
ria and welfare in a game where the network determines the reach of contributions,
the optimum is interior and players have no social preferences. Their seminal anal-
ysis highlights the potential for specialisation in networks. Rosenkranz and Weitzel
[2012] play a repeated version of their game and document that coordination on
theoretical equilibria is infrequent and unstable.® On the other hand, for a game
of strategic complements, Charness et al. [2014| document behaviour that closely
follows the theoretical predictions. Other studies find that when links determine

observability, the structure of the network influences the level of cooperation [Fatas

60nly 2.4 percent of decisions are part of a theoretical equilibrium, and episodes of convergence to

an equilibrium occur in 27 periods over 3360.



et al., 2010, Carpenter et al., 2012].”

We contribute to this literature by offering a design that is particularly amenable
to a study of other-regarding preferences. The strategy method, which to our knowl-
edge we apply for the first time to a public good game played over a network, removes
uncertainty about the distributional consequences of actions and the history of play.
The payoff function determines a corner solution at zero for rational selfish players,
making deviations from selfish best response transparent and easy to analyse. The
network structure creates salient asymmetries across network positions regarding

the effects of contributions on the welfare of other players.

Since the widely cited study of Fischbacher et al. [2001], the strategy method
has often been employed in public good games played by homogeneous groups. As
we mentioned above, a widely reproduced finding is that a large fraction of players
are ‘conditional cooperators’ [Gaechter, 2006, Chaudhuri, 2011]. These are defined
as players whose ‘contributions to the public good are positively correlated either
with their ex ante beliefs about the contributions to be made by their peers or
to the actual contributions made by the same’ [Chaudhuri, 2011, p.56]. In our
study, we show that conditional cooperation is followed by the centre player of a
highly asymmetric star network.® This extends our understanding of the settings
where this behaviour occurs and highlights the importance of incorporating other-
regarding motives in existing models of public good provision over networks. Bourlés

et al. [2013] offer a recent theoretical analysis of altruism in networks.

We also contribute to the literature on guilt aversion. As explained above, guilt-
averse players dislike to play strategies that generate a payoff for the other players
that is lower than the payoff these players expect. A formal definition of guilt aver-
sion is given by Battigalli and Dufwenberg [2007|. Empirical evidence supporting
this model of utility is provided in the trust games played by Dufwenberg and Gneezy
[2000], Charness and Dufwenberg [2006], Bacharach et al. [2007] and Reuben et al.
[2009], and in the public good game played by Dufwenberg et al. [2011]. Bellemare

et al. [2010] estimate that Dutch individuals drawn from a representative sample

"There is also a small literature that studies prisoner dilemma games over networks, which is discussed

in Kosfeld [2003].
8For a public goods game played over a network, Fatas et al. [2010] report a positive correlation

between current contributions and the contributions of peers in previous rounds. They interpret this
correlation as suggesting conditional cooperation, as peer past contributions are probably a major de-

terminant of a player’s expectations about current contributions.



are ‘willing to pay between 0.40 and 0.80 Euro to avoid letting down proposers by
1 Euro’. On the other hand, Ellingsen et al. [2010] are unable to find evidence
in support of guilt aversion among Swedish students, while the results of Vanberg
[2008] suggest that promise keeping is not driven by guilt aversion, as previously

hypothesised in the literature.

High-degree players in networks, whose actions affect the payoffs of a large num-
ber of individuals, may be particularly concerned with guilt. Theory and evidence
in social psychology suggests that guilt aversion has its roots in the fear of exclusion
from a reference group |Baumeister et al., 1994]. Such fear is likely to heighten as

the number of disappointed individuals increases.”

We show that matches between contributions and group expectations are fre-
quent, and become more common when the cost of contribution is decreased, as
predicted by the model of guilt aversion. This suggests that expectations, besides

distributional preferences, influence strategic behaviour in networks.

Finally, our work is related to the literature on the elicitation of expectations.
Economists often ask individuals to report forecasts of uncertain events [Manski,
2004]. The experimental literature has imported these techniques to study expec-
tations in strategic settings. Several studies elicit individual expectations about the
strategies chosen by other players, while a small number of studies explore indi-
vidual expectations about the ezpectations held by other players [Manski and Neri,
2013].1% In recent years, expectation elicitation techniques have also been used
successfully with populations in developing countries |Delavande et al., 2011|. This
strand of work has focused the attention to non-strategic environments: for example,
the returns to schooling, the benefits of new technologies, the prices of agricultural
products. On the other hand, evidence from developing economies about the expec-
tations of subjects in strategic settings is scarce. An exception is Caria and Falco
[2014], who report that employers in urban Accra have inaccurately pessimistic pri-
ors about the trustworthiness of a sample of employees. On the contrary, in this
study we find that, on average, farmers correctly expect the centre of the star to play

conditional cooperation. We contribute to this literature by showing that, within

9Tt may also be, however, that central individuals are more difficult to exclude. In this case, the net

effect on the fear of exclusion would be ambiguous.
10The literature in behavioural game theory calls expectations about the strategies of other players

‘first-order expectations’. ‘Second-order expectations’, on the other hand, are expectations about the

first order expectations of the other players.



our novel strategic setting and a population of farmers who interact with each other

with high frequency, expectations are not systematically biased.

In the next section we present the design of the experiment. Section 3 develops
a number of predictions and discusses how we will formulate the related statistical
tests. Section 4 outlines the data we use and the basic descriptives. The results
are described and discussed in section 5. We present the concluding remarks in the

final section of the chapter.



2 Design

We play a public good game between players connected by a network that determines

who benefits from the public good contribution of a particular player.'!.

In each session we recruit eight participants. These will eventually be arranged
over a star network like the one represented in picture 1 below. Links in this network
cannot be changed and are undirected: if player A is linked to player H, then player
H is linked to player A. There are two types of players: one centre and seven spokes.
The centre benefits from the public good contributions of the seven spokes. Further,
his own contribution reaches each of the spokes. A spoke, on the other hand, only
receives the contribution of the centre and only reaches the centre with his own
contribution. The position of each farmer in the network is randomly assigned after

all contribution decisions have been made.

Figure 1: The star network

A

G B

—]

2.1 Contributions

Each player is endowed with three notes worth 50 INR each and has to decide how

many notes to contribute for the provision of the public good.'? As positions in the

ANl experimental materials can be found here: https://sites.google.com/site/stefancacaria/
pgindia

12Players can contribute zero, one, two or three notes. Fractions of a note are not allowed. The value
of the endowment- 150 INR- correspond to 7.75 USD, using an exchange rate of 0.0155 USD for one
INR, and then a PPP conversion factor of 10/3. These are same same conversion values reported for
the link formation experiment of chapter 1. The size of the endowment is comparable to a daily wage

offered in a state employment program and is in line with those of similar experiments. For example,
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network are assigned after the contributions decisions are made, we ask players to
specify in advance how much they would like to contribute if they will be assigned
to (i) the spoke position and (ii) the centre position. Decision (i)- we call this
the ‘spoke contribution’- is an unconditional contribution decision. s; indicates
the ‘spoke contribution’ of player i. On the other hand, decision (ii)- we call this
the ‘centre contribution’- is conditional on the average of the spokes. There are 4
possible (rounded) average contribution levels of the spokes: 0,1,2 and 3 notes. We
use the letter z to refer to the average contribution of the spokes: z € {0,1,2,3}. For
each possible average contribution level z, player i has to declare how much he would
like to contribute if he is assigned to the centre position and the seven spokes have
contributed on average z. The conditional contribution decision of player i when
spoke average contribution is z is called ¢;. The vector ¢; = (c?, c},cf, cf’) collects

the four conditional decisions of player i. We call ¢} a contribution ‘decision’ and c¢;

a contribution ‘profile’.

After positions are assigned, the enumerator calculates the (rounded) average
of s; for the seven players assigned to the spoke position. Given this average, the
enumerator selects the right element from the ¢; vector of the player assigned to the
centre position. Let z; indicate the actual number of notes that player i contributes
to the public good: z; = s; if player i is a spoke and x; = ¢} if player i is the centre

and the average contribution of the seven spokes is z.

Using notation from Goyal [2007], we define N as the set of players in a session,
and Nid as the subset of these players that are linked to player i. The payoff of
player i at the end of the game is given by:

m =503 —2;) + 7150 | Y aj 42| r={3/54/5} (1)
JENE

The rate of return r to investing in the public good can take a low (3/5) or a
high (4/5) value. Experimental sessions are randomly allocated to a high or a low

value of r.

Three features of this design are worth noting. First, the payoff function (1)
resembles closely the standard payoff function of public good experiments [Camerer,

2003, Chaudhuri, 2011|. The only difference is that we sum over the contributions

Breza et al. [2014] report a mean payout of about 110 INR for an experiment with Indian farmers in

Karnataka. The minimum a farmer can earn in our experiment is 90 INR, the maximum 430 INR.



of the direct connections Nid and not over the contributions of all players N. The
main strategic features of a public good game are otherwise preserved: r < 1 and
hence contributing a positive amount is a dominated strategy. Further, when player
i increases his contribution by 1 note he forgoes 50 INR in private payoff, but
generates a sum of individual payoffs from the public good equal to 750(N& + 1)
INR. For all values of N in the star network, r50(N& + 1) > 50. This implies that
aggregate payoff monotonically increases in x; and is maximised when everybody

contributes the whole endowment.

Second, the impact of a note contributed by player i on the welfare of the other
players- 7"50Nid— is proportional to the number of connections player i has. A note
contributed by a spoke player increases the welfare of the other players by r50. A
note contributed by a centre player has an impact of r350. The centre player is
seven times more efficient than the spoke player at generating payoff for the other

players. This is a very high difference in efficiency.'3

Third, the design relies twice on the strategy method. In the first instance,
it allows players to specify a contribution decision for the case in which they are
assigned to the spoke position and a second contribution decision for the case in
which they are assigned to the centre position. Second, for the latter decision
players are allowed to condition their contribution on the average contribution of
the spokes. The strategy method has been employed frequently in public good games
[Fischbacher et al., 2001, Brandts and Charness, 2011, Fischbacher et al., 2012]. It
has been shown to produce qualitatively similar results to those observed using
direct elicitation methods |Fischbacher et al., 2012| and all evidence so far shows
that the choice between direct elicitation and strategy method does not influence

whether a treatment effect is found or not [Brandts and Charness, 2011].

2.2 Expectations

Farmers have expectations about what ‘centre contribution’ decisions ¢; the other

farmers will take. In all treatments, after the ‘spoke contribution’ decision s; is

B3Tncreasing the payoff of the other players is very cheap for the centre player. When r = 4/5, an
additional note contributed by the centre player increases the payoff each spoke by 40 INR (i.e. it
increases the total payoff of the seven spokes by 280 INR), while decreasing the centre’s own payoff by
10 INR. This ratio is even more favourable than the ratio of the ‘Barc2’ and ‘Berk17’ games played by
Charness and Rabin [2002], where the player has to sacrifice 15 units of payoff in order to generate 350
units of payoffs for the other player. In the ‘Barc2’ and ‘Berkl7’ games, about 50 percent of dictators

choose to pay 15 units of payoff to increase the payoff of their experimental partner.

10



taken, but before ‘centre contribution’ decisions c¢;, we carry out two activities,

which allow us to elicit expectations and, in some sessions, to shock them.

First, we distribute a closed envelope to each player containing a message. In
each session, there are 2 messages. Messages are randomly assigned and four players
get each message. Players know the distribution of messages, but only see the

content of the message that is assigned to them.

Some messages prime players to increase or decrease their expectations about
what ¢ decisions other farmers will take. The message that primes players to in-
creases their expectation reads as follows: ‘Here is some information to help you
with the expectation questions. Many farmers in your district have contributed 3
notes in every decision’. The message that primes players to decrease their expecta-
tion is identical, but replaces 3 notes with 0 notes: ‘Here is some information to help
you with the expectation questions. Many farmers in your district have contributed

0 notes in every decision’. !

The other messages are neutral. The first neutral messages is: ‘Thank you for
taking part in this experiment’. The second: ‘We would like to thank your village for
hosting this experiment’. Details about the distribution of messages across sessions

are given in the next sub-section which describes the treatments.

Second, each individual i is asked to guess what the average of ¢; among the

other 7 players will be, for each of the four possible values of z.1> We call this (point)

4We do not quantify what we mean by ‘many’. Non-trivial proportions of farmers indeed play either
of these two strategies in the pilot. Hence this does not constitute a instance of lying, which is generally
not allowed in economic experiments. A further concern is that the messages we distribute cannot be
used by a Bayesian player to update his priors, as they do no constitute well specified signals with a
known precision. While recognising this, we emphasise that our aim is to shock the beliefs of the subset
of players that receive the priming messages. We conjecture that a signal that is mathematically precise
may in fact include too much information to be effective for real subjects. We hence rely on the simplest
message, in the hope that it will have the best chance of modifying expectations. As it will become

apparent in the results section, however, the message fails to change expectations systematically.
15 All instructions are double-translated. We are careful to ensure participants understand that we refer

to expectations in the sense of ‘forecasts’, and not of ‘demands’. For each average contribution of the
spoke z, we ask: ‘On average, how many notes will the other players put in the common pot when they
play as player H and players A to G have put on average z notes in the common pot?’. The ‘common
pot’ is a physical holder where players have to put the notes that they would like to contribute to the
public good.

11



expectation: «f. More precisely: o] = F; (ZJ ENi 0712')_16 For example, o records
how much player i expects the other 7 players to contribute if they are assigned
to the centre position and the spoke average is 2. The vector a; = (a?, al, %27 a?)
collects the four expectations of player i. We call «; an expectation ‘profile’.

z

Finally, & is the average of o over all eight players in /N. In other words, &*
indicates what is the contribution that individuals in the network, on average, expect
from a player at the centre of the star when the spoke players have contributed an
average of z notes. We refer to a® as the ‘average group expectation’, or sometimes

simply as the ‘group expectation’.

In selected treatments, after eliciting «; from each player, we disclose & publicly
on a white board.!” Subjects are not informed that the average of the expectations
they report will later be disclosed to the group. This feature is important, as it rules
out the possibility that farmers misreport their expectations in order to influence
the behaviour of the other players.!® It also ensures that, before the disclosure of

@, the experimental protocol is identical across treatments.

Figure 2 summarises the order of activities during the experiment. First, deci-
sions s; are taken for the case where player i will be assigned to the spoke position.
Second, messages are distributed. Third, expectations «a; are elicited. Then, in se-
lected sessions, the average of expectations «; is disclosed publicly. Finally, players

take decisions ¢;, for the case where they are assigned to the centre position.

Before play, participants play a trial round of the game, which features steps 1
and 4 in figure 2, but does not include messages nor expectation elicitation. At the
end of the trial round, the enumerator calculates the payoff that would accrue to
participants given their decisions and a random draw that assigns positions in the

network. This exercise reinforces participants’ understanding of the game.

16 N\ 4 indicates all individuals in N excluding player i.

1"This design feature makes the average expectation of the group clear and salient. However, it could
be objected that disclosing any number could influence behaviour because of anchoring effects. To ensure
differences in behaviour between treatments are not driven by anchoring effects, we could have reported
four random numbers on the board in the treatment where we do not disclose average expectations. We

do not to include this feature to avoid confusing farmers and enumerators on the purpose of the random

numbers.

formation when interacting partners are guilt averse.

18The literature in economics has recently started analysing the strategic implications of expectation

produce desired outcomes is referred to as ‘guilt induction’ [Cardella, 2012].

12
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Figure 2: Order of activities in the experiment

Decision s; Message Expectations «; Decisions ¢;
1

I ] ] ]
i T T T 1

1 2 3 (@ disclosed) 4

We choose not to incentivise the elicitation of expectations for a number of
reasons. First, to keep the design simple. This is a priority given the difficulties
involved in ensuring understanding of the strategy method and the expectation
questions. Second, because, when we disclose &, other-regarding farmers may align
their ¢; decisions to the average belief & in order to ensure that the other players
are awarded the expectation incentive.'® Third, to avoid hedging strategies. For
example, a player may declare to have low expectations so that he is awarded the
expectation incentive in states of the world where the payoff from the centre player

contribution is low.

The literature on expectations elicitations is not conclusive on the issue of in-
centives. Delavande et al. [2011] summarise a number of studies in development
economics which elicit expectations without using monetary incentives. Gachter
and Renner [2010] find that incentives reduce the dispersion of beliefs but do not
change the central tendency of the distribution. In our study dispersion is not a
concern as expectations can take only 4 values. Schlag et al. [2014] provide a recent
review of the various methods to incentivise beliefs and the respective strengths and

weaknesses.

2.3 Treatments

We have four treatments. In the baseline treatment TO all players receive a neutral
message and @ is not disclosed. In the first treatment T1neutral we disclose the true
a to participants, while still distributing a neutral message to each participant. In
the last two treatments, we use the messages to shock expectations. In T1positive
four players are given the positive priming message in order to produce an upward
shock to their beliefs a;, and four players are given neutral message number 2. In
T1negative four players are given the negative priming message in order to produce

a downward shock to a;, and four players are given neutral message number 2.

19This requires (a) the player to be pivotal in determining the average of ¢; and (2) that the average
value of the expectation has been chosen by at least some players, which has to be true if the average is

0 and 3, but it is not necessarily the case if the average is 1 or 2.

13



We also manipulate the parameter r, which determines the ‘cost’ of contributing
to the public good. Half of the sessions of each treatment are played with r = 3/4

and half of the sessions are played with » = 4/5. Table 1 summarises.

Table 1: Summary of Treatments

TO Tlneutral Tlpositive T1lnegative

Disclose a* - v v v
Message 1 neutral 1  neutral 1 positive negative
Message 2 neutral 2  neutral 2 neutral 2 neutral 2

Throughout the analysis we will repeatedly perform comparisons between in-
dividuals who have been randomly assigned to receive message ‘neutral 2’ across
treatments. Up to the point where expectations are elicited, these individuals are
exposed to the same protocol irrespective of treatment. They have read the same
message. They are equally uncertain about the message that the other four play-
ers have received. They do not anticipate that, in T1 sessions, the average of the
expectations will be disclosed. Experimental manipulation is limited to the phase

where @ is disclosed.

3 Predictions

We study the decisions that players take for the case when they are at the centre of
the star.

3.1 Play in TO

The experimental literature has repeatedly found that conditional cooperation is
the modal strategy in public good games played with the strategy method by ho-
mogenous groups |Chaudhuri, 2011]. A conditional cooperator is somebody whose
contribution correlates with the average contribution of the group, sometimes with a
small self-serving bias. We define profiles that are strictly increasing in the average
of the spokes as corresponding to ‘strict conditional cooperation’. ¢; = (0,1,2,3) is

the only possible strictly increasing profile in our game. Strategies that are weakly
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increasing in the average contribution of the spokes and are not flat nor strictly
increase, for example ¢; = (0,0, 1,2) or ¢; = (0, 3,3, 3), are referred to as ‘weak con-
ditional cooperation’. Under this definition, a weak conditional cooperator in the
centre of the star can be somebody who contributes (weakly) more than the spoke
average in every decision, somebody who always contributes (weakly) less than the

spoke average in every decision, or neither.

Strict conditional cooperation can be the result of an independent social prefer-
ence, or, in standard public good games, may derive from an underlying preferences
for equality of payoffs or for reciprocity. In our game however, the centre of the star
may have a number of reasons to contribute above the level of strict conditional

cooperation.

First, contributions by the centre of the star reach more players and have a much
higher effect on aggregate payoff than contributions by the spokes. For same cost
in individual payoff terms, contributions by the centre of star generate an effect
on the payoff of the other players that is seven times larger than that generated
by the contributions of a spoke. Individuals may consider that a player who is
more effective than others at increasing group welfare should contribute more to
the public good. If so, the centre of the star will choose a profile that has a higher
intercept than ¢; = (0,1,2,3), a steeper slope, or both. For example, motivated by
his high relative efficiency, the centre of star may decide to contribute proportionally
more than what the spokes contribute. This would result in a profile with a steeper
slope. Alternatively, he may decide to exceed conditional cooperation by a fixed
absolute amount, for example, the average of the spokes plus one. This would raise

the intercept of the profile.

Second, when all the spokes are contributing the same positive amount, higher
contributions by the centre of the star unambiguously reduce inequality in payoff
among players. When all the spokes are contributing zero, on the other hand,
positive contributions by the centre of the star worsen inequality. Inequality averse
players dislike payoff differences of both types [Fehr and Schmidt, 1999].2° Under the
linear specification proposed by |[Fehr and Schmidt, 1999], reducing inequality gives
constant marginal utility. The inequality-averse player may find reducing inequality
too costly and so contributes nothing. Otherwise, if the utility gain from lower

inequality is higher than the utility loss from a unit of public good contribution, he

20For simplicity, we assume that when the average contribution of the spokes is z, the player at the

centre of the star assumes that each spoke has contributed exactly x.
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is prepared to contribute all of his endowment to minimise inequality. A sufficiently

inequality-averse player would thus choose the profile ¢; = (0, 3, 3, 3).

Third, other players may expect the centre of the star to contribute a higher
amount than everybody else, based on the considerations of relative efficiency and
equality that we presented above. This can create a certain ‘social pressure’ on the
central player, which is captured by the model of guilt aversion which we present
below. The exact profile that follows in this case depends on the shape of the profile

expected by the group and hence cannot be determined a priori.

3.2 Treatment effects

We hypothesise that farmers are guilt-averse and that this is an important deter-
minant of the behaviour of the farmer at the centre of the star network. The model
of guilt aversion makes a number of specific predictions on how individuals will re-
spond to our treatments. In this subsection, we present the predictions. In the next
subsection, we will discuss how we use the experimental data to perform the related

statistical tests.

Guilt-averse players dislike to ‘let other players down’. More precisely, they
dislike to play strategies which determine a lower payoff for other players than what
these players expect to get. In our game, for example, farmers may expect the
centre of the star to contribute generously to the public good. As a consequence,
they may expect to earn a high payoff even when they are assigned to the spoke
position. In this scenario, a guilt-averse centre of the star will feel he is letting the
other players down if his contribution does not match the high expectations of these

players.

In order to quantify the extent to which his actions ‘let other players down’, a
guilt-averse player has to form an expectation about the payoff other players expect
to get. We define §; as player i’s belief about what contribution, on average, other
players expect him to make if he is assigned to the centre position: 7 = E; (&%).
In the language of psychological games, §; is a ‘second-order belief’: a belief about

the beliefs of other players.

A guilt-averse player at centre of the star maximises the following utility func-

tion:
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ui(cf, Bi|z) = mi(cf|z) — gmax (7;(57|z) — 7; (¢f]2) , 0) (2)

where z, as usual, indicates the average contribution of the spokes. The first
element in utility function (2) reflects a concern for monetary payoffs. The second
element is a utility penalty for contribution choices that determine an average payoff
for the spoke players that is 7;(87|2) — 7;(c7|z) units lower than what the centre
player thinks the spoke players expect.?! For simplicity, we assume g is linear and
B7 is a point belief. We assume that the guilt-averse player reacts to the the average
value of the expectation distribution among the other players. It is conceivable that
other moments of the distribution are also salient and flag this as an area for further

research.

Suppose ¢ < 7. In this case, player i thinks that the other players are earn-
ing a lower payoff than the payoff they expect to get- he feels guilty about this.
Contributing one more note decreases guilt by gr50, while decreasing the monetary
payoff by (1 — r)50. When g > %, the reduction in guilt outweighs the loss of
monetary payoff and the centre of the star finds it optimal to contribute what he

thinks other players expect him to contribute: ¢;* = 55.22

In treatments T1neutral, T1positive, and T1negative, we disclose the true value
of @*, for each value of z. Thus, when players take the ‘centre contribution’ deci-
sions ¢7, the belief 57 has been updated to reflect the true @*. In these treatments,
2%

for sufficiently guilt-averse players with g > % , C;

= af for all z. When play-
ers set ¢ = a®, we say that there is a ‘match’ between contributions and group

expectations.

Variation in r across sessions allows us to formulate the first testable prediction
of the model of guilt aversion. The parameter r determines the monetary cost of
contributing one more note to the public good. The higher r, the lower the cost
of increasing contributions, and of reducing guilt when positive contributions are
expected. Given a non-degenerate distribution of g in the population, as r gets
higher more people will match their contribution to the disclosed a*. Figure 3

illustrates. In the figure, we assume g is normally distributed in the population.

2INote that the value of the difference between 7;(37|2) and 7;(c?|z) does not depend on z. Thus

player i does not need to form a belief about z.
22Contributions above (7, on the other hand, are always dominated by contributions matching 37, as

they determine an additional reduction in monetary payoff and no further reduction in guilt.
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Integration from 1%’" to infinity gives the fraction of players who set ¢;* = &* when
the rate of return is r. This is represented by the dark grey area in the figure.

Suppose now we switch to a different rate of return 7’ > r. Notice % > 1;,7"/. The

fraction of players who set c¢;* = &@* is now given by the sum of the light and dark
grey areas and is larger. This shows that matches between contributions and group
expectations will be more frequent in sessions randomly assigned to a high level of

T

Prediction 1. Players who receive message neutral 2 in a T1 session assigned to
r =4/5 are more likely to choose contributions ¢ that are equal to & than players

who receive the same message in a T1 session assigned to r = 3/5.

Figure 3: An increase in the rate of return to public good contributions

Density

In treatments T1positive and T1negative we introduce random shocks to the level
of group expectations. If the positive message in T1positive succeeds in raising «;
for the four players who receive the priming message, & will be higher in T1positive
sessions than in T1neutral sessions. Players who receive message neutral 2 now
have to contribute higher amounts to minimise their guilt. As long as g > % for
at least some players who receive message neutral 2, contributions will be higher
in T1positive than in Tlneutral. A symmetric argument applies to T1negative. We

hence make the following prediction:
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Prediction 2. The contributions c; of players who receive message neutral 2 in
treatment T'1positive and T'1negative are, respectively, higher and lower than those

of players who receive message neutral 2 in treatment T1neutral.

This increase (decrease) will be proportional to the difference between the av-
erage « disclosed in T1neutral sessions and the average & disclosed in T1positive
(T1negative) sessions. This implies that if our experimental manipulation fails to

affect average expectations no treatment effects will be found.

Finally, under the assumption that g > 17%’" for at least some players, we can
learn whether individuals hold correct 37 expectations by comparing decisions in
Tlneutral and in TO. If baseline 57 expectations are frequently inaccurate, guilt-
averse individuals in TO will often fail to match their contributions to the true a.
Disclosure of @ in T1neutral will then increase the frequency of ¢; = &* matches.?
Some inaccuracy in expectations is likely, and we hence predict that the frequency

of matches will be higher in T1neutral.

If match frequency increases, the effect on average contributions is ambiguous
and depends on whether guilt-averse players with inaccurate priors revise these

priors upwards or downwards, after disclosure of &*.%4

Prediction 3. Players in T1neutral are more likely to choose contributions c; that

are equal to &* than players in TO.

23This argument rests on the assumption that farmers are certain about the value of a*- 37 is a point
belief and not a distribution- and that g is linear. If farmers are uncertain about the beliefs of their peers
and g is concave, disclosure of & can increase contributions even when the mean of the distribution of

(% is correct.
24A simple example illustrates. Suppose there are three types of players, each occurring in the popu-

lation with equal frequency: (i) guilt-indifferent and selfish, (ii) guilt-averse with accurate priors ; = @,
(iii) guilt-averse with inaccurate priors §; = p. In T0, the average level of contributions when spoke
average is z will be: (3 %0) 4 (3 *a®) + (3 *p?). In Tlneutral, players with inaccurate priors revise these
and now contribute &*. The new average will be: (3 % 0) 4 (2 * a*). The difference between average
contributions in T1neutral and in TO is given by: %(dz — p*), which is positive when o* > p?. Contri-
butions are higher in T'1neutral only when guilt-averse players with inaccurate priors underestimate the

expectations of others.
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3.3 Analysis

We analyse contribution and expectation profiles in two ways. First, we study the
average intercept and slope of contribution and expectation profiles with regression
analysis. We pool the four decisions or expectations of each player and create a
small panel with four observation per player. Suppose a profile takes the following

linear form:

x, =K+ Pz + uis (3)

where z7, can be either the contribution decision ¢, or the expectation o. The
intercept x measures the level of £* when spoke average contribution z is 0, while 5y
captures the increase in x* when z increases by one unit. Under strict conditional
cooperation k = 0 and 51 = 1. Other values of k and (31 are also possible. However,
participants are endowed with only three notes in the game. Hence, what we observe

is:

x;» = min (max(0, x},), 3) (4)

In our data corner solutions at both 0 and 3 occur frequently. We hence estimate
the values of k and 1 using a tobit model with a lower limit at 0 and an upper limit
at 3. We then provide two-sided Wald tests of the hypotheses xk = 0 and 51 = 1 and
study the direction of any deviation. To separately analyse the intercept and slopes
for the TO treatment, we introduce a dummy for being in a T1 treatment and an

interaction term capturing any additional effect of z in T1 sessions:

i, =K+ L1z +T1+ Bo(T1*2) + u, (5)

In model (5), k and B; identify the intercept and slope of profiles in T0 sessions.

A potential problem of the estimation strategy above is that it assumes variable
x;, is continuous. We can show the general point that ‘centre-contribution’ decisions
increase with the average investment of the spokes using other estimation models

that do not depend on this assumption. Ordered logit, for example, requires only
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that data is available in ordinal form. This is satisfied in our case. The ordered logit
estimate of 81 can be given the same interpretation as above: it captures the change
in x7, that results from an increase in average spoke contribution z of 1 unit. This
is the effect we are interested in and thus it is the effect we report. One drawback
of ordered logit is that we cannot easily estimate and perform statistical analysis

on the intercept of the profile.

Second, we categorise each individual profile in terms of its archetypal shape
and report the relative frequency of each shape. The archetypal shapes we consider

are:

1. Strictly increasing: ¢! > c;, for z € {0,1,2}

i

2. Flat: ¢ = ¢, for z € {0,1,2}

3. Weakly increasing: cf'H > ¢f, for z € {0, 1,2} and the profile is not strictly
increasing and not flat

4. Decreasing;: cf“ < ¢, for z € {0,1,2} and profile is not flat

5. Peak at 1: ¢} > ¢, and ¢/ < ¢f for 2 € {1,2}

6. Peak at 2: ¢;™! > ¢7 for z € {0,1} and ¢} < ¢Z, and

The only strictly increasing profile possible in our game is ¢; = (0,1,2,3). As
explained before, we define this as ‘strict conditional cooperation’. We define weakly

increasing profiles as ‘weak conditional cooperation’.
To investigate prediction 1 we estimate the following linear probability model:

match (¢; = o?);, = 0 + High Rate of Return + e;, (6)

match (¢; = a?),, is a dummy variable that takes a value of 1 if ¢f = o#, that is, if
the contribution decision matches the group expectation. Variable High Rate of Return
is a second dummy which indicates whether the session-level rate of return to in-
vesting in the public good is %. We estimate model (6) using OLS over the sample
of individuals who receive message neutral 2 in T1 treatments. We include dummy
controls for the values of average spoke contribution z and for the treatment in

which the decision is taken.

A positive and significant coefficient on High Rate of Return would confirm

prediction 1. The model of guilt aversion we have presented suggests that this effect
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is the result of players’ desire to align their contribution profiles to the average
group expectations which we disclose. However, a higher frequency of matches
between ¢} and o can also come about in two other ways. First, when players align
contributions ¢ to first-order expectation o more frequently, and the distribution
of o has significant weight on the mean.?> Individuals in the centre of the star may
have different reasons to conform to the decisions they expect others to take. For
example, they could be motivated by a wish to abide to respected social norms. We

will check whether this effect is at work using a regression model of this form:

match (¢ = af);, = 0 + High Rate of Return + e;, (7)

Second, when r is high, players may hold more realistic forecasts about what the
other players will do. We will not be able to offer an independent test of this second
mechanism. However, there are no strong reasons to suspect that expectations will

be significantly more precise for a higher value of r.

In some specifications of regression model (6), we also include controls for factors
that may moderate the effect of group expectations on behaviour and we interact
these with the treatment dummy High Rate of Return. We are particularly inter-
ested in three variables: individual and average degree in the real-life network that

links the participants of the experiment, and self-reported ‘oneness’.

We hypothesise that farmers will respond more readily to group expectations
when they are linked to many of the group members, and when the average number
of links within the group is high. For this purposes, we rely on dyadic data which
we collect at the end of each session. This data describes the bilateral relationship
of each player with the other seven players. We consider that a link exists between
i and j when they have spoken at least once in the past 30 days. The literature
in behavioural economics has argued that individuals have stronger other-regarding
concerns for peers who are close in the network [Goeree et al., 2010, Leider et al.,
2009, Ligon and Schechter, 2012]. Social psychologists have also put forward the
hypothesis that guilt is stronger for close ties [Baumeister et al., 1994]. Both of

these strand of work make predictions at the dyadic level. In our experiment, on

25Tf this was not the case, such alignment could actually determine a decrease in the proportion of
matches between ¢ and «*. Suppose for example that half of the players set af = 0 and the other half

sets af = 2. In this case, a* = 1. If everybody aligns ¢ to of

, the number of matches between ¢; and
o will be zero. On the other hand, suppose all players set of = 1. Again, a* = 1. Aligning ¢} to of

will now bring the fraction of the matches between ¢ and a* to 100 percent
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the other hand, the player is confronted with the average expectation of a set of
players. Both individual and the session-level network statistics may make group
expectations more salient for decisions makers in our experiment. We test for both

possibilities.

We also hypothesise that a feeling of connection with the other farmers in the
group would make a player particularly responsive to group expectations. This feel-
ing is embodied in the construct of ‘oneness’ developed in the literature in social
psychology. The feeling of oneness is defined as ‘a sense of shared, merged, or inter-
connected personal identity’ [Cialdini et al., 1997|. Recent experimental evidence in
economics points to the importance of oneness as predictor of behaviour in strategic
environments [Tufano et al., 2012]. We obtain a self-reported measure of oneness
by including in the end-questionnaire the same visual survey items developed by
Aron et al. [1992] and deployed in the subsequent literature in social psychology.
We report this items in figure 7 in the appendix.

To test prediction 2, we estimate the following variations of model (5) over the
sample of individuals in sessions T1neutral, T1positive and T1negative that have

received message neutral 2:

x;, = k + Tlpositive + Tlnegative + u;, (8)

xj, = i+ Prz+Tlpositive+T1lnegative+ B3(T1positivex z) + B4 (T 1negativex z) 4 u;,
(9)

Now the excluded category is the T1lneutral treatment. Our main prediction
is that the coefficient on the T1positive dummy in model (8) is positive, and that
the coefficient on the the T1negative dummy is negative. These coefficients measure
differences in average contributions across treatments, pooling over all four decisions.
In model (9), we test separately whether effects identified in model (8) are produced

by a shift in the intercept or a change in the slope of the contribution profiles.
Finally, to investigate prediction 3 we restrict attention to the the sample of

individuals who have received message neutral 2 in T1neutral and TO and estimate

the following regression models:

23



match (¢; = a?),, = § + Tlneutral + e;, (10)

z;, = k + Tlneutral + u;, (11)

x;, = K+ P12 + Tlneutral + B2 (T 1neutral * z) + ;. (12)

We will estimate regression model (10) using OLS and models (11) and (12)
using tobit. Model (10) will test whether disclosure of group expectations makes
matches between contributions and group expectations more frequent in T1neutral
compared to TO. Models (11) and (12) will explore whether the level of contributions
is affected by disclosure of group expectations, and, if so, whether this happens

through a change of the slope or of the intercept of the contribution profile.

To account for within-session correlation in the error terms, we correct standard
errors for clustering at the session level in all models presented in this section. With

98 sessions, we have a sufficient number of clusters to apply this correction.

4 Data

We run our field experiment in 4 ‘talukas’ (sub-districts) of the Indian state of
Maharashtra in January and February 2014. These are the same 4 ‘talukas’ where,
in September and October 2013, we ran the link formation experiment which is

presented in a previous chapter of this thesis.

As in the previous chapter, study participants are selected through door-to-door
random sampling. Male adult farmers who are encountered in this exercise are
invited to join the experiment. We run only one session per selected village. All our
participants are fluent Marathi speakers. We translate all instructions in Marathi.
A third person translates all materials back into English, to enable us to check the

quality of the Marathi translation.

We run 98 sessions with 765 subjects. We have 24 sessions of T0 and T1negative
and 25 sessions of Tlneutral and T1positive. In 11 sessions we played the game
with seven participants and in 4 sessions we played the game with six participants.

This is mostly due to the fact that some farmers left after the beginning of the
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explanations.?® In one case we were not able to find eight available farmers with
door-to-door sampling and run the session with seven farmers. As shown later in
the balance analysis, the number of individuals per session is not correlated with
treatment. Table 2 summarises the number of sessions and individual observations

we have for each treatment.

Table 2: Number of observations by treatment

Treatment Sessions Players

TO 24 187
T1neutral 25 194
T1positive 25 195
T1negative 24 189
Total 98 765

At the end of the game, participants compile a short questionnaire. We hence
have a small set of covariates.?” Average age is 37 years. 76 percent of participant do
not belong to a scheduled caste, tribe or an other backward caste (OBC), 32 percent
of them have completed high school. We also find that average total land holdings
are about 4 hectares and average land cultivated is 3.1 hectares. On average, farmers
report sharing information about agriculture on a regular basis with 7 other farmers.
Overall, this sample has very similar average characteristics to the sample that

played the link formation game.

The farmers who take part in the experiment know each other well. In the
questionnaire we ask farmer i on how many days of the previous 30 days he has
had a conversation with each of the other players. The density of the within-session

networks we record is very high: 61 percent of farmers have spoken with all the

26Tn most cases, famers who left did so early on in the experiment, before actual decisions were made.
When the game was played with seven or six participants none of the rules were changed. The main

difference is that the contribution of the centre player now reaches 1 or 2 individuals less.
2TWhen participants fail to answer a question or report an illegible script, we code a missing value.

This explains the changing number of observations in table 3.
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Table 3: Summary statistics: Individual Covariates

Variable Mean Std. Dev. Min. Max. N
Age 36.942 10.57 19 75 760
Non backward caste 0.765 0.424 0 1 745
Completed High School 0.326 0.469 0 1 748
Land Owned 4.115 5.175 0 68 761
Land Cultivated 3.158 4.49 0 68 757
Information network size®®  6.972 4.857 0 20 744
Oneness 5.995 1.547 1 7 47

other farmers and, on average, a farmer has spoken with 6 of the other 7 farmers.
Conditional on speaking, farmers have on average spoken with the other farmers in

the session on 7.5 of the previous 30 days.

A second piece of descriptive evidence confirms the tight nature of the social
bond between participants: self reported oneness in our sample is very high. More
than 70 percent of players who answer the question choose the highest possible level

of oneness. Figure 8 in the appendix illustrates.

Table 4: Summary statistics: Session Networks

Variable Mean Std. Dev. Min. Max. N
Farmers with whom i has spoken  6.04 1.68 0 7 47
Average number of days spoken 7.5 6.62 1 30 725

The first variable reports the number of farmers with whom farmer i has spoken on a least 1 day in the last 30 days. The
second variable reports the average number of days spoken with the other farmers, conditional on speaking on a strictly

positive number of days.

We check participants’ understanding of the game by means of a initial battery of
nine questions. These cover understanding of the network map, ability to calculate
payoffs, awareness of the incentives created by the payoff rule, and understanding of
the strategy method. Figure 9 in the appendix reports the cumulative distribution
of mistakes in these questions. About 48 percent of individuals make two mistakes
or less in the nine questions. We call players who make two mistakes or less ‘high-

understanding’ players. In the analysis, we explore whether results change when we
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estimate our regression models only on the sample of these players.

Following the understanding test, enumerators reveal the right answers to the
questions and give further instructions if necessary. Hence the understanding level
reported in figure 9 is a lower bound of the actual understanding of players at the

time of play.

In tables 10 to 12 in the appendix, we present some regressions that test for
covariate balance across treatments. We cannot find any statistically significant
difference in average characteristics across treatments, in the number of mistakes
made in the understanding questions, nor in the number of individuals who choose

to leave before the end of the game.

5 Results

5.1 The contribution profiles of the centre of the star

Result 1. The contribution profiles of the centre of the star are consistent with
conditional cooperation. The spokes contribute on average half of the endowment.

Farmers realise 49.7 percent of the potential gains from cooperation.

Regression analysis shows that high-understanding players choose contributions
profiles consistent with strict conditional cooperation. In the first four columns of
table 5 we report tobit estimates of the coefficients in model (5). When we run the
regression over the whole sample of decision makers and without controls, the point
estimate of coefficient 5y is 0.73 and highly significant. A Wald test indicates that
this coeflicient is significantly lower than one, while the coefficient on the constant
K is significantly higher than 0 at the 10 percent level. Thus, on average, players
choose contribution profiles with a higher intercept and a flatter slope than those
implied by ‘strict conditional cooperation’. However, when we restrict the analysis
to high-understanding players, the intercept becomes statistically indistinguishable
from 0, and the point estimate of 81 is very close to 1. A Wald test cannot reject
the null hypothesis that this coefficient is equal to 1. High understanding players,
on average, play ‘strict conditional cooperation’. This is evident when, in figure 4a,

we plot the predicted profiles that are implied by the regression estimates.
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In the tobit model the independent variable z is constrained to have the same
effect on the likelihood that the dependent variable is at a corner solution and on
the value of the dependent variable when this is not at the corner. We provide
qualitative evidence to support this assumption by running a probit regression to
investigate the effect of z on the likelihood that the dependent variable is at the
corners.?? Table 16 in the appendix shows the results. In both cases, the coefficient
on spoke average contribution z has the same direction as in the tobit model, and

has a magnitude that is lower, but roughly comparable.

The next four columns of table 5 report ordered logit estimates. These show
that the significance of the coefficient 3y is robust to the introduction of this al-
ternative estimation strategy. The magnitude is also similar to that reported for
the tobit model. In all four specifications, the point estimate of 8y is statistically

indistinguishable from 1.

29We apply both a lower and an upper limit. To study the effect of z on the upper limit, we analyse
the probability that ¢ = 3. To study the effect of z on the lower limit, we analyze the probability that

c; > 0. In both cases, we expect a positive coeflicient, similar in magnitude to those reported in table 5.
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Table 5: Regression: contributions of the centre player

Tobit Ordered Logit
(1 (2) (3) (4) (5) (6) (M (8)
Panel a
Spoke average 726 773 .945 1.003 .828 877 1.134 1.180
(.108)*** (.106)*** (.101)*** (.104)*** (.123)*** (.120)*** (.119)*** (.120)***
T1 .161 .205 .052 132 .229 291 .190 257
(.247) (.261) (.323) (.336) (.261) (.271) (.342) (-352)
T1*Spoke average -.103 -.150 -.144 -.225 -.154 -.207 -.224 -.290
(.119) (.118) (.116) (.120)* (.127) (.125)* (.125)* (.126)**
Const. .369 141 -.080 -.433
(-220)* (.354) (.297) (.492)
Panel b
HO: 1 =1,HL: 81 #1 6.38 4.54 0.30 0.00 1.98 1.05 1.28 2.24
(.012)** (.033)** (.585) (.976) (.16) (-306) (.258) (.135)
Obs. 3060 2732 1496 1344 3060 2732 1496 1344
Cluster N 98 98 98 98 98 98 98 98
Pseudo R? .046 .047 .08 .081 .058 .061 .102 .104
Log-likelihood -4581.009 -4082.093 -2144.804 -1925.252 -3985.161 -3550.656 -1847.164 -1657.385
Controls v v v v
High Understanding v v v v

The dependent variable is the number of notes contributed to the public good by player i for ‘centre contribution’

decision z. The first four columns present a tobit regression, with an upper limit of 3 and a lower limit of 0. The last four

columns present an ordinal logit regression. Columns 3,4,7,8 restrict the analysis to ‘high-understanding’ players who

have made 2 mistakes or less in the initial understanding questions. Columns 2, 4, 6, 8 include controls for the players’

age, area of land owned, area of land cultivated, number of contacts in real information networks, self-reported oneness

with the group, and dummies for having completed secondary education, for being Hindu, and for belonging to a non

backward caste. Confidence: *** «+» 99%, ** +» 95%, * <» 90%. Standard errors corrected for clustering at session level.

Panel b reports the F statistics (and p value in parenthesis) for a one-sided Wald test on estimated coefficient B.

Graphical analysis of average and modal values of contribution decisions ¢ con-
firms that these closely match the average contribution of the spoke players. Figure

4b illustrates.

The profile ¢; = (0, 1,2, 3) is the most frequently chosen by farmers in the game.
About 20 percent of them choose this profile and can hence be classified as ‘strict
conditional cooperators’. Tables 13 and 14 in the appendix report this data. Farm-
ers also choose a variety of strategies that are weakly increasing in the average
contribution of the spokes. These add up to 22 percent of all profiles. If we restrict
the analysis to high-understanding players, weakly increasing profiles account for
about 38 percent of all profiles. The majority of high-understanding players (57
percent) thus chooses strategies that increase (strictly or weakly) with the average

of the spokes. Figure 5 illustrates.
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Figure 4: Contribution profiles of the centre of the star
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The three most common weakly increasing strategies are: (0,0,1,3), (0,0,1,2),
and (0,0,2,2). These are all profiles in which the centre of star contributes weakly

less than the average contribution of the spokes in every decision.

The remaining profiles show a large degree of heterogeneity. A small group of
players do not condition their contributions on the average of the spokes. This
group is composed both of players who never contribute anything (4.4 percent of
high-understanding players) and players who always contribute the full amount
(3.3 percent of high-understanding players). A second group chooses profiles where
contributions weakly or strictly decrease with the average contribution of the spokes.
However, this group is mostly composed of low-understanding players. A third group
chooses profiles that peak when spoke average contribution is 1 or 2.3 Finally,
about 38 percent of low-understanding players and 29 percent of high-understanding
players choose profiles that are not consistent with the archetypal candidates we have

listed.

We have focused so far on the profile of four decisions taken by the centre of
the star. Only one of these decisions is implemented at the end of the game. The
average contribution of the spokes determines which of the decisions is implemented.
Spokes contribute on average 1.496 notes. After rounding, 51 percent of sessions
have a spoke average of 1 and 47 percent a spoke average of 2. Given this, the centre

player on average contributes 1.49 notes. Figure 10 in the appendix illustrates.

30This type of profile was documented also in the study of Fischbacher et al. [2001].
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Figure 5: Archetypal contribution profiles, by understanding
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The sum of group payoffs is maximised when every player contributes the max-
imum number of notes to the public good. In our data, the combination of con-
ditional cooperation and a relatively low average contribution level of the spokes
determine that only about 50 percent of the potential gains from cooperation are
realised.3! The left panel of figure 6 shows the histogram of the realised gains from
cooperation in the 98 experimental sessions. The right panel plots the cumulative
distribution function of the same variable for the experimental sessions, against the
CDFs of two simulated distributions. The vertical lines indicate the averages of the
three distributions. In the two simulations, we hold the spoke contributions con-
stant and change the centre contribution profile to either (i) xk = 1, 81 = 1, or (ii)
k =3, f1 = 0. Profile (i) is that of a strict conditional cooperator plus a positive
shock of one to the intercept. If all centres of the star played this profile, realised
efficiency would increase to 70 percent. Profile (ii) is a flat profile where the centre

of the star always contributes the maximum amount. If all centres of the star played

with rate of return r. T

31Let T1(3,7) be the sum of payoffs that would accrue to each player if every player contributes 3 notes
to the public good when the return to investing in the public good is r. Define II(0) as the sum of
payofls when every player contributes 0 notes to the public good. TI(3,r) — II(0) represents the increase
in aggregate payoff that is achieved when players make the maximum contributions to the public good.

These are the potential ‘gains from cooperation’. Let IL,), be the sum of individual payoffs in session s,

11, —I1(0)
3,1)—T1(0)

realised in session s.
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Figure 6: Aggregate Efficiency
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See note 31 for a mathematical definition of ‘gains from cooperation’.

this profile, realised efficiency would increase to 82 percent. These results confirm

the important role of the centre player in securing the gain from cooperation.

5.2 Are players influenced by the expectations of others?

We now move to investigation of the two predictions regarding our treatments. Our
first prediction is that, when r increases to %, the frequency of matches between
group expectations and contributions of players who receive message 2 should also

increase.

Result 2. In T1 treatments with r = %, among players who receive message neu-
tral 2, 42 percent of the contribution decisions ¢; match the group expectation oZ.
Matches become more frequent when the rate of return to investing in the public good
increases to r = %. For high understanding players, match frequency significantly

increases by 11 percentage points (31 percent).

This is evidence in support of prediction 1. When we look at the whole sample
of players who receive message neutral 2 in T1 treatments, 42 percent of decisions
match the group expectation that has been disclosed on the board. The frequency of
matches increases by 3 percentage points when the rate of return to investing in the
public good is raised from % to %. If we restrict the analysis to high understanding
players, 48 percent of decisions match the group expectation. For these players,

the higher rate of return generates a significant 11 percentage points increase in

32



the frequency of matches in the regression without controls, and a highly significant
15.6 percentage points increase in the regression with controls. These are large
effects: 31 and 58 percent of the frequency when r = %, respectively. Furthermore,
consistently with our model, the larger part of this effect (77 percent) comes from
a reduction in the frequency of decisions where ¢ < &*. Figure 16 in the appendix

illustrates.

Table 6: Linear Probability Model: match between contribution ¢; and group expecta-

tions o
(1) 2) ®3) (4)
High rate of return .028 .043 .110 .156
(.043) (.044) (.058)* (.059)***
Const. .376 .376 .352 .268
(.050)*** (:132)*** (.072)*** (.187)
Obs. 1152 1036 592 532
Cluster N 74 73 66 62
Controls v v
High Understanding 4 4

OLS regression. The dependent variable is a dummy variable that takes a value of 1 if ¢ = &®. ‘High rate of return’ is a
dummy for whether the session value of r is %. The sample includes all players who have received message neutral 2 in
treatments T1neutral, T1positive, T1negative. Columns 3 and 4 restrict the analysis to players who have made 2 mistakes
or less in the initial understanding questions. Columns 2 and 4 include controls for the players’ age, area of land owned,
area of land cultivated, number of contacts in real information networks, self-reported oneness with the group, and
dummies for having completed secondary education, for being Hindu, and for belonging to a non backward caste. All
regressions include dummies for whether spoke average z is equal to 1, 2, or 3 and for whether treatment is T1positive or

T1negative. Confidence: *** <+ 99%, ** < 95%, * ++ 90%. Standard errors corrected for clustering at session level.

A high rate of return to investments in the public good has no comparable effect
on the frequency of matches between contributions ¢ and individual expectations
a;. Table 17 in the appendix reports regression results. Over the whole sample, the
frequency of these matches increases by an insignificant 1.9 percentage point. Re-
striction to high-understanding players does not change this coefficient appreciably.
This confirms that the higher coincidence of contributions and group expectations
is not the indirect result of an increase in the frequency of matches between contri-

butions and individual expectations..

Furthermore, the change in the rate of return to contributions has only a mild
effect on the level of individual expectations, and has no statistically significant
effect on the level of %, nor on the level of contributions. Table 18 in the appendix
reports all regression estimates. Thus, while a higher value of r significantly affects
the frequency of matches between contributions and group expectations, it does not

cause contemporaneous changes in other choice variables.
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We investigate a number of factors that may moderate the effect of group ex-
pectations and hence determine the frequency of matches. We focus in particular
on individual degree, average session-level degree and on the self-reported feeling
of oneness. Table 19 in the appendix report results of regressions where we do not
include the interaction between the variable of interest and the treatment dummy.
When we restrict the sample to high-understanding players, the coefficients on av-
erage degree and on oneness are positive but small. The other coefficients are very
close to zero. We are not able to find statistically significant effects in any of these

regressions.

On the other hand, the interaction between a high rate of return and a high level
of average session degree is positive, significant and of a large magnitude. Figure
18 plots the predicted treatment effect for different percentiles of the distribution of
average degree. At the tenth percentile, the effect is slightly negative. At the nineti-
eth percentile the effect is close to a 0.3, which corresponds to a thirty percentage
point increase in the likelihood of a match. The interaction with individual degree,
on the other hand, is not significant. The interaction with oneness has (surprisingly)
a negative coeflicient and is significant at the 10 percent level. Table 20 presents

these results.

We now move to prediction 2 about the contributions of players who receive

message 2 in sessions T1positive and T1negative.

Result 3. The manipulation of expectations is weak. We cannot offer a test of

prediction 2.

The manipulation of expectations is weak. Table 7 shows regression estimates
that illustrate this point. The &® values which we disclose publicly are not signif-
icantly higher (lower) in T1positive (T1negative) sessions compared to T1neutral
sessions. This is true both if we pool the four values together in a small panel of
sessions, or if we analyse each average expectation value separately. We shed some
light on how this comes about by comparing the expectations of individuals who
received message neutral 1 in T1neutral, to the expectations of individuals who re-
ceived the positive message in T1positive, and individuals who received the negative
message in T1negative. This analysis, reported in tables 21 and 22 in the appendix,

shows that the positive message fails to significantly affect expectations, while the
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negative message reduces them by about half a unit, an effect which we can detect
with some statistical precision. The reduction of expectations in T1negative is not
of a sufficiently large magnitude to modify the group average in a significant way. As
average session-level expectations are not affected by the treatment, we cannot offer
a convincing test of prediction 2. Such prediction, in fact, rests on the premise that

expectations have been experimentally manipulated in the hypothesised direction.

Table 7: Ordered logit regression over session-level average expectations a*

All &% af at a? asd
1) 2) (3) (4) (5)
T1positive -.366 -.638 .228 -.486 -.356
(.410) (.558) (.608) (.572) (.648)
T1negative -.498 -.638 -1.002 -.238 -.184
(-358) (-558) (.706) (.578) (.653)
Obs. 296 74 74 74 74
Cluster N 74 74 74 74 74
Pseudo R? 237 .012 .034 .007 .003
Log-likelihood -235.049 -69.817 -49.86 -50.686 -54.934

Ordered logit regression. The dependent variable is the session level average of expectations: @®. The sample includes all
sessions in treatments T1neutral, T1positive and T1negative. Column 1 pools the four values of a* for each session.
Columns 2-5 analyse separately the values of a', @2, @3, and a*, respectively. Confidence: *** < 99%, ** < 95%, * <
90%. Standard errors are reported in parenthesis. Standard errors are corrected for clustering at the session level in

column 1.

In table 23 we show that there are no treatment effects on contributions ¢;. Ta-
bles 24 and 25 in the appendix confirm that we are equally unable to find treatment
effects when we analyse each contribution decision separately, or when we estimate
model specification (9). As argued above, however, this does not constitute evidence
against the hypothesis that guilt aversion influences public good contributions in

networks.

5.3 Do players expect conditional cooperation?

We now turn to the analysis of expectation profiles o;. Our main result is the

following;:

Result 4. Players expect conditional cooperation from the centre of the star.
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Our strongest piece of evidence is given by estimation of model (5) with expec-
tations o as the dependent variable. Coefficient 1 now measures the extent to
which players expect others to increase their centre of the star contributions when
the average spoke contribution increases. Table 8 reports the coefficient estimates.
The average expectations profiles reported for the unrestricted sample have a pos-
itive value of k, significantly higher than 0, and a positive value of 8;. When we
restrict the sample to high-understanding players in column 3, x is not significantly
different from 0 and (; is not significantly different from 1. These results are similar
to those for contribution profiles reported in table 5. High-understanding farmers

in our sample expect strict conditional cooperation.

Table 8: Regression: expectations about the contribution of the centre player

Tobit Orderd Logit
1) (2) (3) (4) (5) (6) (7 (8)
Panel a
Spoke average .670 .679 .946 1.039 .688 .687 1.003 1.056
(.089)*** (.095)*** (.084)*** (.108)*** (.091)*** (.096)*** (.094)*** (:114)***
T1 -.220 -.175 -.342 -.104 -.230 -.175 -.351 -.124
(.215) (.238) (.311) (.365) (.209) (.226) (.298) (.332)
T1*Spoke average .088 .089 .108 .00008 .093 .090 127 .025
(.106) (.112) (.107) (.133) (.101) (.106) (.103) (.122)
Const. 427 -.179 -.113 -1.145
(175)* (.328) (.269) (.468)**
Panel b
HO: f1 =1, HL: B1 #1  13.72 11.38 0.41 0.13 11.78 10.71 0.00 0.24
(-000)*** (.001)*** (.524) (.719) (.001)*** (.001)*** (.971) (.626)
Obs. 3060 2732 1496 1344 3060 2732 1496 1344
Cluster N 98 98 98 98 98 98 98 98
Pseudo-R?2 .053 .055 .101 1 .066 .067 .126 123
Log-likelihood -4534.488  -4038.437  -2084.425 -1873.702 -3955.106 -3527.313 -1799.159 -1622.836
Controls v (4 v v
High Understanding (%4 v 4 v

The dependent variable is expectation . The first four columns present a tobit regression, with an upper limit of 3 and a

lower limit of 0. The last four columns present an ordinal logit regression. Columns 3,4,7,8 restrict the analysis to players

who have made 2 mistakes or less in the initial understanding questions. Columns 2, 4, 6, 8 include controls for the

players’ age, area of land owned, area of land cultivated, number of contacts in real information networks, self-reported

oneness with the group, and dummies for having completed secondary education, for being Hindu, and for belonging to a

non backward caste. Confidence: *** < 99% ** < 95%, * <> 90%. Standard errors corrected for clustering at session

level. Panel b reports the F statistics (and p value in parenthesis) for a one-sided Wald test on estimated coefficient B

The most frequent expectation profile is the strictly increasing profile «; =
(0,1,2,3). As before however, the combined category of weakly increasing pro-
files occurs more frequently than the strictly increasing profile. The most common
weakly increasing profiles are: (0,0,1,3), (0,0,1,2), and (0,1,2,2). Again, these

are all profiles where the centre of star contributes weakly less than the spokes for
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every decision. These results are reported in figure 11 and table 15.

Expectations are on average correct, as shown in figure 12 and as the similarity of
the estimated regression coefficients x and i in tables 5 and 8 indicates. However,
expectations are not particularly precise. In figure 13 we compute, for each decision
z, the probability that player i’s expectation o is equal to the average value of
c; among the other seven players in the session. In other words, we calculate
the fraction of times in which farmers correctly guess the behaviour of the other
farmers in the group. We calculate a confidence interval around this probability

and test whether it lies above the probability of having an accurate expectation
1

when this expectation is randomly chosen.?? For a;, a? and a? farmers’ predictions
are correct significantly more often than random predictions. However, for o) and
a? , the confidence interval is actually very close to including the value under random
prediction. Furthermore, even for decision C?, which farmers are best at predicting,

mistaken predictions are more common than correct guesses.

There is a correlation between expectations a and strategies, but this is by
no means perfect.?3 60 percent of players who expect strict conditional cooperation
from others are strict conditional cooperators themselves, while 13 percent of players
who do not expect strict expect conditional cooperation from others choose a profile
consistent with strict conditional cooperation. The respective numbers for farmers
who choose weakly increasing profiles are 50 and 20 percent. Similarly, 50 percent
of players who choose a flat contribution profile also expect others to choose a flat
profile, while only 4 percent of players who do not choose a flat profile expect others
to choose a flat profile. Figure 14 illustrates. These figures are high, however, in

only 15 percent of cases ¢; = o V z, as shown in figure 15.

Finally, we study prediction 3. In table 9 we show that matches between con-
tributions and average group expectations are more likely in T1neutral than in TO
by about 9 percentage points (27 percent), an effect significant at the 5 percent
level. When we add controls or restrict to high-understanding players, the coeffi-
cient stays close to 0.09. This result is consistent with inaccuracy in second order

beliefs: players with an inaccurate prior fail to match true group expectations when

32 As there are four possible values of ¢Z, the probability of picking the right value when guessing at

random is 0.25.
33This is a correlation between what player i expects the other seven players to do and his own decision.

It could be driven, for example, by conformism. Alternatively, it could reflect a bias in expectations:

farmers disproportionately expect others to act like oneself.

37



these are not disclosed in TO.

Table 9: Linear probability model: match between ¢ and &* in T1neutral and TO

(1) 2) ®3) (4)

T1lneutral .091 .086 .092 .090
(.037)** (.038)** (.056)* (.060)
Const. 334 391 .364 469
(.020)*** (.089)*** (.029)*** (.141)***
Obs. 1524 1332 700 616
Cluster N 49 49 48 47
Controls v 4
High understanding v 4

OLS regression. The dependent variable is a dummy variable that takes a value of 1 if ¢ = &®. The sample includes all
subjects in T1neutral and T0. Columns 3 and 4 restrict the analysis to players who have made 2 mistakes or less in the
initial understanding questions. Columns 2 and 4 include controls for the players’ age, area of land owned, area of land
cultivated, number of contacts in real information networks, self-reported oneness with the group, and dummies for
having completed secondary education, for being Hindu, and for belonging to a non backward caste. Confidence: *** «»

99%, ** < 95%, * <> 90%. Standard errors corrected for clustering at session level are reported in parenthesis.

Figure 17 in the appendix shows that the higher frequency of matches comes
about mainly through a reduction in contribution decisions below the average of
the spokes. This effect is too weak, however, to influence overall contributions sig-
nificantly. Tobit regressions reported in table 26 show that the level of contributions

is not significantly higher in T1neutral than in TO.

When we try to separately look at changes in the intercept and slope of the
profiles, we find that in T'1neutral the intercept is somewhat higher and the slope
less steep. Neither of these effects is however measured with sufficient statistical

precision.

Result 5. In T1neutral, players are 9 percentage points more likely to set ¢f = o

than players in T0.
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6 Conclusion

We play a one-shot public good game over an exogenous star network with farmers
in rural India. The network determines who benefits from the public good contri-
butions of each player. We use the strategy method to obtain from each player a
contribution decision for the case where the player is assigned to the spoke position
and for the case where the player is assigned to the centre of the star. The centre of
the star is further allowed to condition his contribution decision on the (rounded)

average contribution of the spokes.

The experimental literature has long recognised that heterogeneity in individ-
ual characteristics affects the level and dynamics of cooperation in human groups
[Ledyard, 1995, Reuben and Riedl, 2013]. Social networks where individuals are
asymmetrically connected create an important dimension of heterogeneity. The
star network, in particular, is characterised by a strong asymmetry: contributions
by the centre of the star benefit each of the spokes, while contributions by the spokes
benefit only the centre player. This makes the centre player particularly effective at
raising aggregate welfare. A player at the centre of the star concerned with relative
efficiency would thus contribute more than the average of the spokes. Further, be-
cause his payoff is higher than that of the spokes when everybody contributes the
same positive amount, payoff equality requires higher contributions from the player

at the centre.

We find that, when in the position of the centre of the star, farmers choose
contribution profiles that match the average contribution of the spokes. This is
despite the fact that considerations of relative efficiency and equality militate in
favour of higher contributions. Players in experiments with homogeneous groups
often contribute just as much as other players contribute. This is usually referred
to as ‘conditional cooperation’. A key contribution of this study is to show that the

player at the centre of a star network also behaves as a conditional cooperator.

Second, we present evidence suggesting that the centre of the star responds to
the expectations other players hold about his behaviour. For this purpose, we elicit
players’ expectations about the contribution profile chosen by the centre of the
star and disclose average expectations in randomly chosen sessions. Players match
their contributions with the disclosed values in 42 percent of the cases. For players
who have understood the rules of the game well, a decrease in the monetary cost

of contributions is associated with a large (11 percentage points) increase in the
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frequency of matches. This effect is predicted by the model of guilt aversion. The
average degree in the real-world network that connects farmers in the same session
is a moderating factor: at the 90th percentile of average degree, the effect grows to

almost 30 percentage points.

Third, we find that farmers expect the centre of the star to contribute as much as
the spokes. They match their contributions to group expectations less frequently (by
9 percentage points) when group expectations are not disclosed. This is consistent
with farmers holding inaccurate beliefs about what players in the network expect
from the centre of the star. Disclosure of group expectations is not associated with

an increase in average public good investments by the centre player.

Our results carry implications for policy and several leads for future research.
First, when players are conditionally cooperative, public good games admit only
equilibria characterised by symmetric contribution levels. Our findings suggest that
individuals are likely to deviate from asymmetric contribution configurations even
when they occupy the high-efficiency central position in a network. This is an im-
portant point for the design of public policies that require cooperation from selected,
socially central individuals in the field, such as injection points for the diffusion of

innovations [Ben Yishay and Mobarak, 2012, Berg et al., 2013, Kondylis et al., 2014].

A second important lesson is about the provision of information about the ex-
pectations of other players in the network. This treatment generates more matches
between contributions and average expectations, but does not lead to higher con-
tribution levels. In a widely cited study, Jensen [2010| documents significant im-
provements in schooling attainment following an intervention that informs students
with inaccurately low priors about average returns to schooling. On the contrary,
information provision is not sufficient to improve welfare in our experiment. The
expectations we disclose reflect prevalent levels of pro-sociality. For example, they
do not forecast that the player at the centre of star will contribute above strict
conditional cooperation. If the policy maker aims to induce contributions above
conditional cooperation from central players, separate interventions to incentivise
the centre of the star are required. Disclosure of information about expectations
can be best used to entrench behavioural change initially generated by means of

incentives.

In terms of future research, we believe that this study illustrates the potential

for using the strategy method to study public good contributions in heterogeneous
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groups. We envisage further exploration of specific dimensions of network hetero-
geneity. For example, as the sociological literature has long emphasised the im-
portance of brokers for aggregate network outcomes, the effects of between-group
centrality can be separated from those of degree centrality. Through the strat-
egy method the researcher can both investigate how the behaviour of a specific
individual varies when his position in an exogenous network changes, and how the
contribution profiles of individuals correlate with the position they occupy in real-
world networks. Other dimensions of heterogeneity that are not related to features

of the network can also be explored.

Further, in our study we find evidence in support of a role of guilt aversion in
determining public good contributions in networks. We also uncover the moderating
influence of the structure of the real-world network that links study participants.
These results lend weight to models of decision utility that incorporate expecta-
tions and socially-determined moderating factors. The development and empirical
validation of such models is a particularly promising direction for future research
that wants to understand within-individual variation in pro-social behaviour across
contexts. This effort will help determine the scope for welfare-improving policy in-
terventions that promote pro-social behaviour in different settings. More research
is needed, including, in particular, direct measurement of first- and second-order
expectations and further laboratory tests of the manipulability of expectations and
their causal influence on behaviour. Field settings where participants are linked
through a rich and varied web of connections are particularly appropriate to study

how social structure moderates these effects.

41



References

Arthur Aron, Elaine N Aron, and Danny Smollan. Inclusion of other in the self
scale and the structure of interpersonal closeness. Journal of personality and
social psychology, 63(4):596, 1992.

Michael Bacharach, Gerardo Guerra, and Daniel John Zizzo. The self-fulfilling
property of trust: An experimental study. Theory and Decision, 63(4):349-388,
2007.

Pierpaolo Battigalli and Martin Dufwenberg. Guilt in games. The American Eco-
nomic Review, pages 170-176, 2007.

Roy F Baumeister, Arlene M Stillwell, and Todd F Heatherton. Guilt: an interper-
sonal approach. Psychological bulletin, 115(2):243, 1994.

Charles Bellemare, Alexander Sebald, and Martin Strobel. Measuring the Will-
ingness to Pay to Avoid Guilt: Estimation Using Equilibrium and Stated Belief
Models. IZA Discussion Papers 4803, Institute for the Study of Labor (IZA),
March 2010. URL http://ideas.repec.org/p/iza/izadps/dp4803.html.

Ariel Ben Yishay and Mushfiq Mobarak. Communicating with farmers through
social networks. Working paper, 2012.

Erlend Berg, Maitreesh Ghatak, R Manjula, D Rajasekhar, and Sanchari Roy. Moti-
vating knowledge agents: Can incentive pay overcome social distance? STICERD
- Economic Organisation and Public Policy Discussion Papers Series 42, Suntory
and Toyota International Centres for Economics and Related Disciplines, LSE,

March 2013. URL http://ideas.repec.org/p/cep/stieop/42.html.

Phillip Bonacich. Power and centrality: A family of measures. American journal of

soctology, pages 1170-1182, 1987.
Renaud Bourlés, Yann Bramoullé, et al. Altruism in networks. 2013.

Yann Bramoullé and Rachel Kranton. Public goods in networks. Journal of Eco-
nomic Theory, 135(1):478-494, 2007.

Jordi Brandts and Gary Charness. The strategy versus the direct-response
method: a first survey of experimental comparisons. Fxperimental Economics, 14
(3):375-398, September 2011. URL http://ideas.repec.org/a/kap/expeco/
v14y2011i3p375-398.html.

42


http://ideas.repec.org/p/iza/izadps/dp4803.html
http://ideas.repec.org/p/cep/stieop/42.html
http://ideas.repec.org/a/kap/expeco/v14y2011i3p375-398.html
http://ideas.repec.org/a/kap/expeco/v14y2011i3p375-398.html

Emily Breza, Arun G Chandrasekhar, and Horacio Larreguy. Social structure and
institutional design: evidence from a lab experiment in the field. Technical report,

National Bureau of Economic Research, 2014.

Ronald S Burt, Joseph E Jannotta, and James T Mahoney. Personality correlates
of structural holes. Social Networks, 20(1):63-87, 1998.

C. Camerer. Behavioral Game Theory: Fxperiments in Strategic Interaction.
The Roundtable Series in Behavioral Economics. Princeton University Press,
2003. ISBN 9780691090399. URL http://books.google.co.uk/books?id=
o71iRQTOeOA0C.

Eric Cardella. Exploiting the guilt aversion of others (do agents do it and is it
effective? 2012.

Stefano Caria and Paolo Falco. Do employers trust workers too little? An experi-

mental study of trust in the labour market. Technical report, 2014.

Jeffrey Carpenter, Shachar Kariv, and Andrew Schotter. Network architecture,
cooperation and punishment in public good experiments. Review of Economic
Design, 16(2):93-118, September 2012. URL http://ideas.repec.org/a/spr/
reecde/v16y2012i2p93-118.html.

Gary Charness and Martin Dufwenberg. Promises and partnership. FEconometrica,
74(6):1579-1601, 2006.

Gary Charness and Matthew Rabin. Understanding social preferences with simple

tests. Quarterly journal of Economics, pages 817-869, 2002.

Gary Charness, Francesco Feri, Miguel A. Melandez-Jimenez, and Matthias Sutter.
Experimental games on networks: Underpinnings of behavior and equilibrium
selection. Econometrica, 82(5):1615-1670, 2014. ISSN 1468-0262. doi: 10.3982/
ECTA11781. URL http://dx.doi.org/10.3982/ECTA11781.

Ananish Chaudhuri. Sustaining cooperation in laboratory public goods experiments:

a selective survey of the literature. Experimental Economics, 14(1):47-83, 2011.

Robert B Cialdini, Stephanie L. Brown, Brian P Lewis, Carol Luce, and Steven L
Neuberg. Reinterpreting the empathy—altruism relationship: When one into one

equals oneness. Journal of personality and social psychology, 73(3):481, 1997.

Adeline Delavande, Xavier Giné, and David McKenzie. Measuring subjective ex-
pectations in developing countries: A critical review and new evidence. Journal

of Development Economics, 94(2):151-163, 2011.

43


http://books.google.co.uk/books?id=o7iRQTOe0AoC
http://books.google.co.uk/books?id=o7iRQTOe0AoC
http://ideas.repec.org/a/spr/reecde/v16y2012i2p93-118.html
http://ideas.repec.org/a/spr/reecde/v16y2012i2p93-118.html
http://dx.doi.org/10.3982/ECTA11781

Peter M DeMarzo, Dimitri Vayanos, and Jeffrey Zwiebel. Persuasion bias, social
influence, and unidimensional opinions. The Quarterly Journal of Economics, 118
(3):909, 2003.

Martin Dufwenberg and Uri Gneezy. Measuring beliefs in an experimental lost
wallet game. Games and Economic Behavior, 30(2):163-182, 2000.

Martin Dufwenberg, Simon G%ochter, and Heike Hennig-Schmidt. The framing of
games and the psychology of play. Games and Economic Behavior, 73(2):459-478,
2011. URL http://ideas.repec.org/a/eee/gamebe/v73y2011i2p459-478.
html.

Tore Ellingsen, Magnus Johannesson, Sigve Tj tta, and Gaute Torsvik. Testing
guilt aversion. Games and Economic Behavior, 68(1):95-107, January 2010. URL
http://ideas.repec.org/a/eee/gamebe/v68y2010i1p95-107 .html.

Enrique Fatas, Miguel A Meléndez-Jiménez, and Hector Solaz. An experimental
analysis of team production in networks. Ezperimental Economics, 13(4):399—
411, 2010.

Ernst Fehr and Klaus M Schmidt. A theory of fairness, competition, and coopera-

tion. Quarterly journal of Economics, pages 817-868, 1999.

Urs Fischbacher, Simon Géchter, and Ernst Fehr. Are people conditionally coop-
erative? evidence from a public goods experiment. FEconomics Letters, 71(3):
397-404, 2001.

Urs Fischbacher, Simon Géchter, and Simone Quercia. The behavioral validity of
the strategy method in public good experiments. Journal of Economic Psychol-
ogy, 33(4):897 — 913, 2012. ISSN 0167-4870. doi: http://dx.doi.org/10.1016/
j.joep.2012.04.002. URL http://www.sciencedirect.com/science/article/
pii/S0167487012000499.

Simon Gachter and Elke Renner. The effects of (incentivized) belief elicitation in
public goods experiments. Ezperimental Economics, 13(3):364-377, September
2010. URL http://ideas.repec.org/a/kap/expeco/v13y2010i3p364-377.
html.

Simon Gaechter. Conditional cooperation: Behavioral regularities from the lab and
the field and their policy implications. Discussion Papers 2006-03, The Centre
for Decision Research and Experimental Economics, School of Economics, Univer-
sity of Nottingham, April 2006. URL http://ideas.repec.org/p/cdx/dpaper/
2006-03.html.

44


http://ideas.repec.org/a/eee/gamebe/v73y2011i2p459-478.html
http://ideas.repec.org/a/eee/gamebe/v73y2011i2p459-478.html
http://ideas.repec.org/a/eee/gamebe/v68y2010i1p95-107.html
http://www.sciencedirect.com/science/article/pii/S0167487012000499
http://www.sciencedirect.com/science/article/pii/S0167487012000499
http://ideas.repec.org/a/kap/expeco/v13y2010i3p364-377.html
http://ideas.repec.org/a/kap/expeco/v13y2010i3p364-377.html
http://ideas.repec.org/p/cdx/dpaper/2006-03.html
http://ideas.repec.org/p/cdx/dpaper/2006-03.html

Jacob K. Goeree, Margaret A. McConnell, Tiffany Mitchell, Tracey Tromp, and
Leeat Yariv. The 1/d law of giving. American Economic Journal: Microeco-
nomics, 2(1):183-203, February 2010. URL http://ideas.repec.org/a/aea/
aejmic/v2y2010i1p183-203.html.

Benjamin Golub and Matthew O Jackson. Naive learning in social networks and the
wisdom of crowds. American Economic Journal: Microeconomics, pages 112—149,
2010.

Sanjeev Goyal. Connections: an introduction to the economics of networks. Prince-

ton University Press, 2007.

Guy Grossman and Delia Baldassarri. The impact of elections on cooperation: Evi-
dence from a lab-in-the-field experiment in uganda. American journal of political
science, 56(4):964-985, 2012.

Kelsey B. Jack and Maria Recalde. Local leadership and the voluntary provision of

public goods: Field evidence from bolivia. Working paper, 2013.

Robert Jensen. The (perceived) returns to education and the demand for schooling.

The Quarterly Journal of Economics, 125(2):515-548, 2010.

Florence Kondylis, Valerie Mueller, and Siyao Jessica Zhu. Seeing is believing ?
evidence from an extension network experiment. Policy Research Working Paper
Series 7000, The World Bank, August 2014. URL http://ideas.repec.org/p/
wbk/wbrwps/7000.html.

Michael Kosfeld. Network Experiments. Technical report, 2003.

John O Ledyard. Public goods. a survey of experimental research. s. 111-194 in:
John h. kagel und alvin e. roth (hg.): Handbook of experimental economics, 1995.

Stephen Leider, Markus M. Mobius, Tanya Rosenblat, and Quoc-Anh Do. Directed
altruism and enforced reciprocity in social networks. The Quarterly Journal of
Economics, 124(4):1815-1851, November 2009. URL http://ideas.repec.org/
a/tpr/qjecon/v124y2009i4p1815-1851.html.

Ethan Ligon and Laura Schechter. Motives for sharing in social networks. Journal
of Development Economics, 99(1):13-26, 2012.

Charles F Manski. Measuring expectations. Econometrica, 72(5):1329-1376, 2004.

45


http://ideas.repec.org/a/aea/aejmic/v2y2010i1p183-203.html
http://ideas.repec.org/a/aea/aejmic/v2y2010i1p183-203.html
http://ideas.repec.org/p/wbk/wbrwps/7000.html
http://ideas.repec.org/p/wbk/wbrwps/7000.html
http://ideas.repec.org/a/tpr/qjecon/v124y2009i4p1815-1851.html
http://ideas.repec.org/a/tpr/qjecon/v124y2009i4p1815-1851.html

Charles F. Manski and Claudia Neri. First- and second-order subjective expecta-
tions in strategic decision-making: Experimental evidence. Games and Economic
Behavior, 81(C):232-254, 2013. URL http://ideas.repec.org/a/eee/gamebe/
v81y2013icp232-254 . html.

Nikos Nikiforakis, Charles N Noussair, and Tom Wilkening. Normative conflict
and feuds: The limits of self-enforcement. Journal of Public Economics, 96(9):
797-807, 2012.

Ernesto Reuben and Arno Riedl. Public goods provision and sanctioning in privi-
leged groups. Journal of Conflict Resolution, 53(1):72-93, 2009.

Ernesto Reuben and Arno Riedl. FEnforcement of contribution norms in pub-
lic good games with heterogeneous populations. Games and Economic Be-
havior, 77(1):122-137, 2013. URL http://ideas.repec.org/a/eee/gamebe/
v77y2013i1p122-137.html.

Ernesto Reuben, Paola Sapienza, and Luigi Zingales. Is mistrust self-fulfilling?
Economics Letters, 104(2):89-91, August 2009. URL http://ideas.repec.org/
a/eee/ecolet/v104y2009i2p89-91.html.

Stephanie Rosenkranz and Utz Weitzel. Network structure and strategic invest-
ments: An experimental analysis. Games and Economic Behavior, 75(2):898-920,
2012. URL http://ideas.repec.org/a/eee/gamebe/v75y201212p898-920.
html.

Karl H. Schlag, James Tremewan, and Joel van der Weele. A penny for your
thoughts:a survey of methods for eliciting beliefs. Vienna economics papers, Uni-
versity of Vienna, Department of Economics, 2014. URL http://EconPapers.

repec.org/RePEc:vie:viennp:1401.

Fabio Tufano, Simon Gachter, and Chris Starmer. The power of social relations
for coordination: The magic of ’oneness’. Conference presentation, TIBER XI,
Tillburg University, 2012.

Christoph Vanberg. Why Do People Keep Their Promises? An Experimental Test
of Two Explanations -super-1. Econometrica, 76(6):1467-1480, November 2008.
URL http://ideas.repec.org/a/ecm/emetrp/v76y2008i6p1467-1480.html.

46


http://ideas.repec.org/a/eee/gamebe/v81y2013icp232-254.html
http://ideas.repec.org/a/eee/gamebe/v81y2013icp232-254.html
http://ideas.repec.org/a/eee/gamebe/v77y2013i1p122-137.html
http://ideas.repec.org/a/eee/gamebe/v77y2013i1p122-137.html
http://ideas.repec.org/a/eee/ecolet/v104y2009i2p89-91.html
http://ideas.repec.org/a/eee/ecolet/v104y2009i2p89-91.html
http://ideas.repec.org/a/eee/gamebe/v75y2012i2p898-920.html
http://ideas.repec.org/a/eee/gamebe/v75y2012i2p898-920.html
http://EconPapers.repec.org/RePEc:vie:viennp:1401
http://EconPapers.repec.org/RePEc:vie:viennp:1401
http://ideas.repec.org/a/ecm/emetrp/v76y2008i6p1467-1480.html

7 Appendix

7.1 Figures

Figure 7: Oneness question

Q 16. ...Which one of these pictures best describes your relationship with the group? Please circle the desired picture

1 2 3
4 5 6 7

Figure 8: Histogram of self-reported oneness
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Figure 10: Final contributions

Percent of sessions
10
L

5
L

0 5 1 15 2 25 3
Contribution

(a) Session average of spoke players contribution

20 30 40 50
| L

Percent of players

10
N

Contribution

(b) Centre player contribution

Figure 9: Cumulative distribution of mistakes
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Figure 11: Archetypal expectation profiles, by understanding
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Figure 14:

Percentage of players
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Figure 16: match between contribution ¢; and group expectations &*. Comparison of T'1

treatments.
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Panel (a) includes all individuals who received message 2 in T1 sessions. Panel (b) restricts the sample
to all individuals who received message 2 in T1 sessions and made at most 2 mistakes in the initial

understanding questions.
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Figure 18: Treatment effect at different percentiles of average session-level degree
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Table 10: Balance test 1
Age UpperCaste HigherEdu LandOwned LandCult NetSize Oneness Understanding SessionN
1) (2) (3) (4) (5) (6) ) (8) 9)
T1 -.605 .099 -.019 -.785 =177 -.624 -.169 .099 -.032
(1.421) (.072) (.069) (.597) (.551) (.706) (.228) (.253) (.159)
T2p .320 .013 -.021 .161 -.137 .505 -.180 -.080 .008
(1.358) (.087) (.070) (.752) (.592) (.781) (.217) (.265) (.156)
T2n -.447 .037 -.016 -.518 -.183 -.164 -.090 -.173 .083
(1.382) (.078) (.062) (.608) (.547) (.660) (.181) (.250) (.138)
Obs. 760 745 748 761 757 744 747 765 98

OLS regressions. The dependent variable is indicated in the row’s name. ‘HigherEdu’ is a dummy that takes the value of
1 if the respondent has completed secondary school. ‘Upper caste’ is a variable that takes value of 1 if respondent is not
from a schedule caste, a scheduled tribe or an Other Backward Caste. ‘LandCult’ is the area of land cultivated in
hectares. ‘NetSize’ is the self reported number of peers with whom the farmer exchanges advice on agricultural matters.
‘Oneness’ is a number from 1 to 7. Higher numbers reflect an increasing feeling of oneness. ‘Understanding’ refers to the
number of mistakes in the initial understanding questions. The last column is a regression over a session level
outcome-‘SessionN’- the number of participants in each session. Confidence: *** «++ 99%, ** «+ 95%, * < 90%. Standard
errors clustered at the session level reported in parentheses in columns 1-8. Robust standard errors are reported for the

regression in column 9.

Table 16: Probit regression: robustness of tobit assumption

cZ >0 c; >0 cZ =3 c; =3
(1) B) 3) @
Spoke average .450 .566 .263 .375
(.065)*** (.081)*** (.059)*** (.059)***
T1 172 151 -.082 -.347
(.125) (.166) (.138) (.210)*
T1*Spoke average .034 -.007 -.047 -.012
(.075) (.097) (.065) (.075)
Const. -.016 -.265 -1.052 -1.237
(.106) (.145)* (.120)*** (.170)***
Obs. 3060 1496 3060 1496
Cluster N 98 97 98 97
Pseudo R? 125 .163 034 .088
Log-likelihood -1456.069 -742.678 -1583.694 -667.209
High understanding v v
Probit regression. The dependent variable is dummy vari 216 indicated on the top of each column. Columns 2 and 4
restrict the analysis to players who have made 2 mistakes or‘less in the initial understanding questions. Confidence: ***

< 99%, ** < 95%, * <> 90%. Standard errors corrected for clustering at session level are reported in parentheses.



Table 11: Balance test 2

Age UpperCaste HigherEdu LandOwned LandCult NetSize Oneness Understanding SessionN
1) (2) (3) 4) (5) (6) ) (8) 9)
TO .605 -.099 .019 .785 177 .624 .169 -.099 .032
(1.421) (.072) (.069) (.597) (.551) (.706) (.228) (.253) (.159)
T2p .925 -.086 -.002 .946 .040 1.129 -.011 -.179 .040
(1.296) (.082) (.069) (.641) (.521) (.801) (.234) (.251) (.145)
T2n 157 -.062 .003 .267 -.007 .460 .079 -.272 115
(1.322) (.073) (.062) (.464) (.470) (.683) (.201) (:234) (.125)
Obs. 760 745 748 761 757 744 747 765 98

OLS regressions. The dependent variable is indicated in the row’s name. ‘HigherEdu’ is a dummy that takes the value of

1 if the respondent has completed secondary school. ‘Upper caste’ is a variable that takes value of 1 if respondent is not

from a schedule caste, a scheduled tribe or an Other Backward Caste. ‘LandCult’ is the area of land cultivated in

hectares. ‘NetSize’ is the self reported number of peers with whom the farmer exchanges advice on agricultural matters.

‘Oneness’ is a number from 1 to 7. Higher numbers reflect an increasing feeling of oneness. ‘Understanding’ refers to the

number of mistakes in the initial understanding questions. The last column is a regression over a session level

outcome-‘SessionN’- the number of participants in each session. Confidence: *** «++ 99%, ** «+ 95%, * < 90%. Standard

errors clustered at the session level reported in parentheses in columns 1-8. Robust standard errors are reported for the

regression in column 9.

Table 12: Balance test 3

Age UpperCaste HigherEdu LandOwned LandCult NetSize Oneness Understanding SessionN
1) (2) (3) (4) (5) (6) (7) (8) (9)
TO -.320 -.013 .021 -.161 137 -.505 .180 .080 -.008
(1.358) (.087) (.070) (.752) (.592) (.781) (.217) (.265) (.156)
T1 -.925 .086 .002 -.946 -.040 -1.129 .011 179 -.040
(1.296) (.082) (.069) (.641) (.521) (.801) (.234) (.251) (.145)
T2n -.768 .024 .005 -.679 -.046 -.669 .090 -.093 .075
(1.254) (.087) (.062) (.651) (.517) (.761) (.189) (.247) (.121)
Obs. 760 745 748 761 757 744 747 765 98

OLS regressions. The dependent variable is indicated in the row’s name. ‘HigherEdu’ is a dummy that takes the value of

1 if the respondent has completed secondary school. ‘Upper caste’ is a variable that takes value of 1 if respondent is not
from a schedule caste, a scheduled tribe or an Other Backward Caste. ‘LandCult’ is the area of land cultivated in

hectares. ‘NetSize’ is the self reported number of peers with whom the farmer exchanges advice on agricultural matters.

‘Oneness’ is a number from 1 to 7. Higher numbers reflect an increasing feeling of oneness. ‘Understanding’ refers to the

number of mistakes in the initial understanding questions. The last column is a regression over a session level

outcome-‘SessionN’- the number of participants in each session. Confidence: *** +» 99%, ** +» 95%, * +» 90%. Standard

errors clustered at the session level reported in parentheses in columns 1-8. Robust standard errors are reported for the

regression in column 9.
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Table 13: Most frequently chosen contribution profiles in T0. All players

Contribution profile ¢; Percentage

0123 19.3
0013 5.9
3210 3.7
0122 3.2
0000 2.7
0012 2.7
0223 2.1
1233 2.1
3123 2.1

A strategy is indicated by a four digit code. Code 0123, for example, indicates the strategy where
player i chooses: ¢ =0, ¢} =1, ¢? =2 and ¢} = 3. We only include strategies played by at least 2

percent of the players in TO.

Table 14: Most frequently chosen contribution profiles in T0. High-understanding players

Contribution profile ¢; Percentage

0123 18.9
0013 10
0000 4.4
0012 4.4
0122 3.3
0333 3.3
1233 3.3
3333 3.3
0022 2.2
0112 2.2
0323 2.2
3123 2.2
3223 2.2

A strategy is indicated by a four digit code. Code 0123, for example, indicates the strategy where

player i chooses: ¢? =0, ¢} =1, ¢ = 2 and ¢ = 3. We restrict the analysis to players who have made 2
mistakes or less in the initial understanding questions. We only include strategies played by at least 2

percent of the high-understanding players.
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Table 15: Most frequently chosen expectation profiles in T0. All players

Expectation profile a; Percentage

0123 13.4
0013 4.8
0012 4.3
0112 2.7
0212 2.1
0213 2.1
3122 2.1
3123 2.1
3210 2.1
3223 2.1

An expectation profile is indicated by a four digit code. Code 0123, for example, indicates the
expectation profile where player i chooses: af =0, o} =1, a? =2 and o = 3. We only include
expectation profiles chosen by at least 2 percent of players.

Table 17: Linear probability model: match between ¢/ and o}

(1) (2) (3) (4)

High Rate of Return .019 .005 .024 .023
(.036) (.037) (.049) (.051)
Const. .596 .520 .607 .583
(.044)* (.129)*** (.071)*** (.204)***
Obs. 1152 1036 592 532
Cluster N 74 73 66 62
Controls v v
High Understanding v 4

OLS regression.The dependent variable is a dummy variable that takes a value of 1 if ¢ = . ‘High rate of return’ is a
dummy for whether the session value of r is %. The sample includes all players who have received message neutral 2 in
treatments T'1neutral, T1positive, T1negative. Columns 3 and 4 restrict the analysis to players who have made 2 mistakes
or less in the initial understanding questions. Columns 2 and 4 include controls for the players’ age, area of land owned,
area of land cultivated, number of contacts in real information networks, self-reported oneness with the group, and
dummies for having completed secondary education, for being Hindu, and for belonging to a non backward caste. All
regressions include dummies for whether spoke average z is equal to 1, 2, or 3 and for whether treatment is T1positive or

Tlnegative. Confidence: *** < 99%, ** <+ 95%, * <» 90%. Standard errors corrected for clustering at session level.
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Table 18: The effect of high rate of return on the level of contributions and expectations

Contributions ¢ ~ Contributions ¢ = Expectations o  Expectations a7  Group expectations &7

(1) (2) 3) (4) (5)
Spoke average 678 .850 748 1.149 1.498
(.058)*** (.076)*** (.073)*** (.087)*** (.181)***
High Rate of Return 112 .193 .244 221 .183
(.150) (.177) (.138)* (.185) (.320)
Const. 341 -.214 131 -.668
(.153)** (.185) (.162) (.203)***
Obs. 1152 592 1152 592 296
Cluster N 74 74 66 66 74
Pseudo R2 .055 .092 .055 128 .234
Log-likelihood -1707.425 -835.488 -1703.895 -799.434 -236.215
Controls
High Understanding 4 v

The dependent variable is indicated on top of each column. Columns 1-4 report estimates from a tobit regression, with an
upper limit of 3 and a lower limit of 0. The sample includes all players who have received neutral message 2 in treatments
T1neutral, T1positive, T1negative. Columns 3 and 4 restrict the analysis to players who have made 2 mistakes or less in
the initial understanding questions. Column 5 reports the results of an ordered logit regression over session-level
expectation averages @*. ‘High rate of return’ is a dummy for whether the session value of r is %. Confidence: *** +»
99%, ** <> 95%, * +> 90%. Standard errors are reported in parenthesis. Standard errors are corrected for clustering at

session level in columns 1-4.

Table 19: Linear probability model: match between ¢; and &*. Moderating factors

1) () 3) (4) (5) (6)
High Rate of Return .023 .100 .023 .104 .024 111
(.042) (.057)* (.043) (.057)* (.043) (.058)*
Average session degree .006 .027
(.028) (.039)
Degree -.001 .007
(.011) (.016)
Oneness .003 .008
(.013) (.018)
Const. .333 176 .375 .301 372 .310
(.189)* (.264) (.084)*** (.121)** (.083)*** (.107)***
Obs. 1144 584 1144 584 1132 588
Cluster N 73 65 73 65 74 66
High understanding v v v

OLS regression.The dependent variable is a dummy variable that takes a value of 1 if ¢ = a?. ‘Degree’ is a variable that

reports the number of other farmers in the session that the player knows. ‘Average degree’ is the session-level average of

degree. ‘Oneness’ is the self-reported value of oneness. The sample includes all players who have received message neutral
2 in treatments T1neutral, T1positive, Tlnegative. In columns 2, 4 and 6 the analysis is restricted to players who have

made 2 mistakes or less in the initial understanding questions. All regressions include dummies for whether spoke average
z is equal to 1, 2, or 3, for whether treatment is T1positive or T1negative and for whether r = %. Confidence: *** «»

99%, ** <> 95%, * <> 90%. Standard errors corrected for clustering at session level are reported in parenthesis.
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Table 20: Linear probability model: match between ¢ and &@*. Heterogeneous treatment

effects
(1 (2) 3) (4) (5) (6)
High Rate of Return -.471 -.908 .071 .100 172 426
(.311) (.401)** (.136) (.188) (.141) (.170)**
Average session degree -.033 -.050
(.038) (.051)
High Rate of Return * average degree .082 .167
(.052) (.067)**
Degree .003 .006
(.012) (.022)
High Rate of Return * degree -.008 .0005
(.022) (.032)
Oneness .015 .039
(.017) (.021)*
High Rate of Return * oneness -.025 -.053
(.024) (.031)*
Const. .564 .631 .352 .302 .301 125
(.238)** (.325)* (.089)*** (.145)** (.099)*** (.105)
Obs. 1144 584 1144 584 1132 588
Cluster N 73 65 73 65 74 66
High understanding (%4 (%4 (%4

OLS regression.The dependent variable is a dummy variable that takes a value of 1 if ¢ = a*. ‘Degree’ is a variable that
reports the number of other farmers in the session that the player knows. ‘Average degree’ is the session-level average of

degree. ‘Oneness’ is the self-reported value of oneness.The sample includes all players who have received message neutral
2 in treatments T1neutral, T1positive, T1negative. In columns 2, 4 and 6 the analysis is restricted to players who have

made 2 mistakes or less in the initial understanding questions. All regressions include dummies for whether spoke average

z is equal to 1, 2, or 3, for whether treatment is T1positive or T1negative and for whether r = %. Confidence: *** «»

99%, ** < 95%, * +» 90%. Standard errors corrected for clustering at session level are reported in parenthesis.
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Table 21: Ordered logit regression over expectations o

(1) (2) (3) (4)

T1positive -.173 -.167 -.073 -.050
(.145) (-158) (.179) (.211)
T1negative -.387 -.446 -.208 -.229
(.169)** (.182)** (.251) (-303)
Obs. 1160 1040 544 488
Cluster N 74 74 66 64
Pseudo R? .003 .009 .0008 .006
Log-likelihood -1598.649 -1425.325 -742.76 -663.543
Controls 4 v
v v

High Understanding
Ordered logit regression. The dependent variable is expectation o. The sample includes all subjects in T1neutral,

T1positive and T1negative who have received message 1 (neutral in T1neutral, positive in T1positive and negative in
T1lnegative). Columns 3 and 4 restrict the analysis to players who have made 2 mistakes or less in the initial
understanding questions. Columns 2 and 4 include controls for the players’ age, area of land owned, area of land
cultivated, number of contacts in real information networks, self-reported oneness with the group, and dummies for
having completed secondary education, for being Hindu, and for belonging to a non backward caste. Confidence: *** «»

99%, ** <> 95%, * <> 90%. Standard errors corrected for clustering at session level are reported in parenthesis.

Table 22: Ordered logit regression over expectations o7, by spoke average

af o o of
(1) (2) (3) (4)
T1positive -.183 -.301 -.172 -.007
(.281) (.277) (.272) (.247)
T1negative -.326 -.589 -.554 -.217
(.313) (.326)* (.282)** (.253)
Obs. 290 290 290 290
Cluster N 74 74 74 74
Pseudo R?2 .002 .006 .006 .001
Log-likelihood -324.074 -381.098 -346.641 -362.719

Ordered logit regression. The dependent variable is expectation «;. The sample includes all subjects in T1neutral,
T1positive and T1negative who have received message 1 (neutral in T1lneutral, positive in T1positive and negative in
T1lnegative). Columns 3 and 4 restrict the analysis to players who have made 2 mistakes or less in the initial
understanding questions. Columns 2 and 4 include controls for the players’ age, area of land owned, area of land
cultivated, number of contacts in real information networks, self-reported oneness with the group, and dummies for
having completed secondary education, for being Hindu, and for belonging to a non backward caste. Confidence: *** <

99%, ** < 95%, * <+ 90%. Standard errors corrected for clustering at session level are reported in parenthesis.
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Table 23: Tobit regression model (8) over contributions ¢}

(1) 2) 3) (4)
T1positive -.044 -.061 -.013 -.144
(-192) (.203) (.228) (.248)
T1negative .090 .116 237 171
(.160) (.175) (.214) (.250)
Const. 1.413 1.479 1.089 1.566
(.109)*** (.387)**x (.167)*** (.718)**
Obs. 1152 1036 592 532
Cluster N 74 73 66 62
Pseudo R? .0003 .003 .001 .01
Log likelihood -1805.97 -1620.165 -919.444 -819.762
Controls v 4
High Understanding v v

Tobit regression, with an upper limit of 3 and a lower limit of 0. The dependent variable is contribution decision c. The
sample includes all subjects in T1neutral, T1positive and T1negative who have received message 2 neutral 2. Columns 3
and 4 restrict the analysis to players who have made 2 mistakes or less in the initial understanding questions. Columns 2
and 4 include controls for the players’ age, area of land owned, area of land cultivated, number of contacts in real
information networks, self-reported oneness with the group, and dummies for having completed secondary education, for
being Hindu, and for belonging to a non backward caste. Confidence: *** +» 99%, ** +» 95%, * <» 90%. Standard errors

corrected for clustering at session level are reported in parentheses.

Table 24: Tobit regression model (8) over contributions ¢, by spoke average

< o cf cf
(1) (2) (3) (4)
T1positive .207 .026 -.078 -.301
(.667) (.233) (.158) (.314)
T1negative .043 231 -.005 -.011
(.588) (.203) (.168) (.297)
Const. -.566 1.192 1.609 2.643
(.470) (.133)%** (115)*** (.219)%**
Obs. 288 288 288 288
Cluster N 74 74 74 74
Pseudo R? .0002 .002 .0004 .002
Log-likelihood -366.395 -438.4 -397.619 -412.407

Tobit regression, with an upper limit of 3 and a lower limit of 0. The dependent variable is contribution decision c7. The
sample subjects in T1neutral, T1positive and T1negative who have received neutral message 2. Columns 1-4 analyse
separately the values of ¢}, ¢2, c¢?, and c#, respectively. Confidence: *** < 99%, ** < 95%, * > 90%. Standard errors

corrected for clustering at session level are reported in parenthesis.
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Table 25: Tobit regression model (9) over contributions ¢?

(1) 2) ®3) (4)
T1positive 147 .057 -.107 -.445
(-333) (.342) (.430) (.447)
T1negative 134 170 -.087 -.240
(.285) (.292) (.375) (.353)
Spoke average 734 703 758 .660
(.102)*** (.100)*** (.148)*** (.148)***
T1positive * spoke average -.132 -.086 .055 185
(.145) (.146) (.210) (.219)
T1lnegative * spoke average -.037 -.044 .201 257
(-135) (.135) (-180) (.180)
Const. .303 .408 -.045 576
(.205) (.385) (.297) (.717)
Obs. 1152 1036 592 532
Cluster N 74 73 66 62
Pseudo R?2 .055 .054 .094 .094
Log-likelihood -1706.765 -1537.37 -834.164 -749.935
Controls v 4
High Understanding v v

Tobit regression, with an upper limit of 3 and a lower limit of 0. The dependent variable is contribution decision c7. The
sample includes all subjects in T1neutral, T1positive and T1negative who have received neutral message 2. Columns 3
and 4 restrict the analysis to players who have made 2 mistakes or less in the initial understanding questions. Columns 2
and 4 include controls for the players’ age, area of land owned, area of land cultivated, number of contacts in real
information networks, self-reported oneness with the group, and dummies for having completed secondary education, for
being Hindu, and for belonging to a non backward caste. Confidence: *** <+ 99%, ** + 95%, * <» 90%. Standard errors

corrected for clustering at session level are reported in parenthesis.
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Table 26: Tobit regression over contributions ¢; in T1neutral and TO

(1) (2) 3) (4) (5) (6) (7 (8
T1neutral .059 .076 -.180 -.077 .204 .288 139 .381
(.158) (.167) (.270) (.303) (.302) (.314) (.402) (.408)
Spoke average 755 .807 1.035 1.100
(.113)***  ((111)***  ((115)***  (L116)***
T1lneutral * spoke average -.096 -.139 -.200 -.289
(.145) (.149) (.163) (.165)*
Const. 1.468 1.109 1.342 .822 .323 -.135 -.231 -.856
((133)***  (L428)***  (.246)*** (.671) (.230) (.496) (.333) (.745)
Obs. 1524 1332 700 616 1524 1332 700 616
Cluster N 49 49 48 47 49 49 48 47
Pseudo R? .00006 .002 .0005 .007 .047 .052 .074 .084
Log-likelihood -2386.04  -2079.048 -1085.009  -948.697 -2274.715 -1975.799 -1005.009  -874.526
Controls 4 v v v
High understanding v v (4 v

Tobit regression, with an upper limit of 3 and a lower limit of 0. The dependent variable is contribution c;. The sample
includes all subjects in T1neutral and T0O. Columns 3, 4, 7 and 8 restrict the analysis to players who have made 2

mistakes or less in the initial understanding questions. Columns 2 , 4, 6 and 8 include controls for the players’ age, area

of land owned, area of land cultivated, number of contacts in real information networks, self-reported oneness with the

group, and dummies for having completed secondary education, for being Hindu, and for belonging to a non backward

caste. Confidence: *** «» 99%, ** +» 95%, * «» 90%. Standard errors corrected for clustering at session level are reported

in parenthesis.
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